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Message from Organizing Chairs

Welcome to ICAIIC 2022, the Fourth International Conference on Artificial Intelligence in Information and 

Communication, organized by the Korean Institute of Communications and Information Sciences (KICS) and 

technically cosponsored by IEEE Communications Society (ComSoC) and IEICE-CS. The ICAIIC conference is 

pursuing a premier international forum to provide a great opportunity for exchanging the state-of-the-art 

research advances in artificial intelligence in information and communication and future technologies and 

expanding the research community. 

We would like to welcome you to Jeju Island! Jeju Island is a popular vacation spot for Koreans and foreigners. Jeju 

Volcanic Island and Lava Tubes were inscribed on the World Heritage list. The island offers visitors a wide range of 

activities: hiking on Halla-san or Olle-Gil, catching sunrises and sunsets over the ocean, riding horses, touring all 

the locales from a favorite television K-drama, or just lying around on the sandy beaches. We have prepared an 

exciting program for you in ICAIIC 2022. The safety and well-being of all conference participants is our priority. The 

emergence of the Omicron variant has forced us to change the venue from Guam, USA to Jeju Island, Korea. ICAIIC 

has therefore taken the difficult decision to limit the number of participants in the venue. The conference will be a 

combination of online and offline events. 

We would like to express our sincere gratitude to all committee members and referees who made tremendous 

contributions to this event. On behalf of the ICAIIC steering committee and on behalf of all attendees, we thank 

the President of KICS AI Society, professor Dong Seog Han, for producing such an excellent program. Thanks to 

the tireless efforts of the Technical Program Committee Chairs, Professors Seokjoo Shin, Youn-Hee Han, Mikio 

Hasegawa, Benaoumeur Senouci, and all TPC members, ICAIIC 2022 is packed with an excellent mix of technical 

sessions. We do hope that you will take this unique opportunity to attend the technical sessions, meet the authors, 

and foster greater collaboration with other researchers. The Organizing Committee put a lot of effort to make 

this conference greatly successful and enjoyable. In addition, if you have additional time, please do not miss the 

chance to tour around Jeju Island. As you walk around Jeju Island in February, you’ll spot the small, white apricot 

blossoms on trees. 

We look forward to seeing you in Jeju Island and online! We also wish your active participation in the future event.

Yeong Min Jang

Kookmin Univ., Korea

Takeo FUJII

The Univ. of Electro-Comms, Japan
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Message from TPC Chairs 

Seokjoo Shin

Chosun Univ., 
Korea

Youn-Hee Han

Korea University of 
Technology and Education, 

Korea

Mikio Hasegawa

Tokyo Univ. of Science, 
Japan

Benaoumeur Senouci

North Dakota State University, 
USA

It is our great pleasure to welcome all of you to Jeju Island, Korea, from Feb. 21 to 24, 2022, for the 4th International 

Conference on Artificial Intelligence in Information and Communication (ICAIIC). ICAIIC has addressed all aspects 

of artificial intelligence (AI), computing, networking, communications, and their convergence. This ICAIIC 2022 

will also be a successful conference covering a wide range of topics on various AI technologies and many forms of 

information and communication systems with AI.

This year we have received 202 paper submissions electronically from 19 countries in the world. Many of the 

papers were submitted from the Asia/Pacific region, and also an increasing number of submissions were made 

from Europe and North America. By a rigorous review process, all papers have been reviewed by at least three 

independent reviewers. After the reviews and discussions, we have selected 92 technical papers for presentation at 

the conference. The accepted technical papers were organized into 18 technical oral sessions, which will be held in 

2 parallel tracks. The program is designed to provide a broad range of AI technologies, including AI for information 

and communications technology, AI for image processing and multimedia, AI for Data Analysis, Big Data and Cloud, 

AI for eHealth and Diagnosis, AI Applications for Information System, AI Foundation, AI for Control and Decision. We 

also invited world-class leading researchers for keynote speeches and tutorials, and they will give us wonderful talks.

As you may be aware, the World Health Organization officially declared the novel coronavirus COVID-19 a pandemic. 

This global health crisis is a unique challenge that has impacted many members of the ICAIIC 2022. We would like 

to express our concern and support for all the members of the ICAIIC 2022 community, our professional team, our 

families and all others affected by this outbreak.

Along with the contributions of prominent authors from around the world, we believe that this year’s valuable and 

interesting program is possible by the commitment of the technical program members. We are indebted to all of the 

233 TPC members for their active participation and precious time. We would also like to thank our sponsors, KICS, 

IEEE Communications Society, and IEICE Communications Society, for their kind support of this successful event. We 

express our deepest gratitude to the Organizing Committee Chairs, Prof. Yeong Min Jang, Prof. Takeo Fujii, and Prof. 

Dong Seog Han, for their continued support and guidance. We hope that all of you will enjoy the splendid program 

of ICAIIC 2022 as well as the beautiful scenery and charm of Jeju.
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Program Matrix for ICAIIC 2022

February 21, 2022 (Monday)

Room Room A (Zoom A) Room B (Zoom B)

10:00~12:00 ICAIIC Organizing Committee Meeting

14:30~15:00 Registration

15:00~16:00
Tutorial Session I - Prof. Katsuya Suto (University of Electro-Communications)

Title: Deep Learning and Its Applications to Radio Map Construction
Chair: Prof. Mikio Hasegawa (Tokyo University of Science )

16:00~16:30 Break

16:30~17:30
Session 1A: Information and Communications Technology I

Chair: Prof. Wooyeol Choi (Chosun University)
Session 1B: AI for Image Processing and Multimedia I

Chair: Prof. Jung Hoon Lee (Hankuk University of Foreign Studies)

February 22, 2022 (Tuesday)

Room Room A (Zoom A) Room B (Zoom B)

09:00~09:30 Registration

09:30~10:50
Session 2A: Information and Communications Technology II

Chair: Prof. Senouci Ben (North Dakota State University)
Session 2B: AI for Image Processing and Multimedia II

Chair: Prof. Dong Seog Han (Kyungpook National University)

10:50~11:00 Break

11:00~11:10

Opening and Plenary Session
Chair: Prof. Sang-Chul Kim (Kookmin University, Korea)

Opening Session

Opening (Prof. Yeong Min Jang, General Chair)

Welcome Speech I (Prof. Yoan Shin, President of KICS)

Welcome Speech II (Prof. Lingyang Song, Chair of IEEE ComSoc Cognitive Network TC)

11:10~11:40

Plenary Session

Keynote Speech I - Prof. Jinchang Ren (Robert Gordon University)
Title: AI Enabled Smart Data for Smart Cities

11:40~12:10
Keynote Speech II - Dr. Seong-Ju Kang (Vice Chair of Korea Intelligent IoT Association (KIoT)                                                           

Title: AI Policy in Korea and Its Implication for Responding COVID-19 Pandemic

12:10~14:00 Break

14:00~15:00
Tutorial Session II - Prof. Yexiang Xue (Purdue University)

Title: Knowledge Embeddings to Attack Multi-stage Inference Problems in Reasoning, Learning, and Decision Making
Chair: Prof. Wansu Lim (Kumoh National Institute of Technology)

15:00~15:20 Break

15:20~16:40
Session 3A: Information and Communications Technology III

Chair: Dr. Hui Han (Fraunhofer Institute)
Session 3B: AI for Image Processing and Multimedia III

Chair: Dr. Eric Xue (University of Toronto)
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Program Matrix for ICAIIC 2022

February 23, 2022 (Wednesday)

Room Room A (Zoom A) Room B (Zoom B)

09:00~09:30 Registration

09:30~10:50
Session 4A: Information and Communications Technology IV
Chair: Prof. Dongkyun Kim (Kyungpook National University)

Session 4B: AI for eHealth and Medical Diagnosis I
Chair: Prof. Micheal Tee (University of the Philippines Manila)

10:50~11:10 Break

11:10~12:30
Session 5A: AI for Image Processing and Multimedia IV

Chair: Prof. Hong Qin (University of Tennessee at Chattanooga)
Session 5B: AI for eHealth and Medical Diagnosis II

Chair: Prof. Min Young Kim (Kyungpook National University)

12:30~14:00 Break

14:00~14:50
Tutorial Session III - Prof. Dong Seog Han, (Kyungpook National University)

Title: Facial Emotion Recognition with Deep Learning
Chair: Prof. Youn-Hee Han (Korea University of Technology and Education)

14:50~16:10
Session 6A: AI Foundation

Chair: Dr. Deepesh Agarwal (Kansas State University)
Session 6B:  AI for Control and Decision I

Chair: Prof. Eunkyung Kim (Hanbat National University)

16:10~16:30 Break

16:30~17:50
Session 7A: AI Applications for Information Systems I

Chair: Dr. Ali Rizwan (Qatar University)
Session 7B:  AI for Control and Decision II

Chair: Dr. Adhitya Bantwal Bhandarkar (University of New Mexico)

February 24, 2022 (Thursday)

Room Room A (Zoom A) Room B (Zoom B)

09:00~09:30 Registration

09:30~10:50
Session 8A: AI Applications for Information Systems II

Chair: Prof. Anteneh Girma (University of the District of Columbia)
Session 8B: AI for eHealth and Medical Diagnosis III

Chair: Prof. Pyungsoo Kim (Korea Polytechnic University)

10:50~11:10 Break

11:10~12:30
Session 9A: AI Applications for Information Systems III

Chair: Prof. Jeong Gon Kim (Korea Polytechnic University)
Session 9B: AI for Data Analysis, Big Data and Cloud

Chair: Prof. Ihsan Ullah (Korea University of Technoology and Education)

12:30~12:35 Closing Remark (Prof. Dong Seog Han, Kyungpook National Univ., President of KICS AI Society)
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Keynote Speech

February 22, 2022 (Tuesday) 11:10 ~ 11:40 

Keynote Speech I (Prof. Jinchang Ren / Robert Gordon University)

AI Enabled Smart Data for Smart Cities

Abstract

Smart cities feature artificial intelligence enabled automation and decision making, which rely heavily on big 

data analytics based smart data applications. In this talk, applications of smart data for smart cities will be 

focused, including in particular big data analytics of crime and traffic data, which are from our most recent 

work in these areas. Useful algorithms and tools will be introduced, especially for data visualisation and 

demonstration, where valuable findings and conclusions in terms of the trend development, periodic terms 

and holiday events, will be presented to facilitate the advancement of smart cities.

  

Biography

Jinchang Ren (M’05, SM’17) received his B. E. degree in Computer Software, M.Eng. 

in Image Processing, D.Eng. in Computer Vision, all from Northwestern Polytechnical 

University, Xi’an, China. He was also awarded a Ph.D. in Electronic Imaging and Media 

Communication from the University of Bradford, Bradford, U.K. Currently he is a chair 

Professor of Computing Sciences, National Subsea Centre, School of Computing, Robert 

Gordon University, Aberdeen, UK. His research interests focus mainly on hyperspectral 

imaging, image processing, computer vision, big data analytics and machine learning. He has published 300+ 

peer reviewed journal/conferences articles, and acts as an Associate Editor for several international journals 

including IEEE Trans. Geoscience and Remote Sensing and J. of the Franklin Institute et al.
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Keynote Speech

February 22, 2022 (Tuesday), 11:40 ~ 12:10

Keynote Speech II (Dr. Seong-Ju Kang / Vice Chair of Korea Intelligent IoT Association (KIoT))

AI Policy in Korea and Its Implication for Responding COVID-19 Pandemic

Abstract

Artificial intelligence(AI) is domination in various areas such as financing, commerce, manufacturing, and 

public management. Since the event of AlphaGo in 2016 many governments have developed a set of policy to 

promote AI in those areas including Korea.

They formed an advisory group to develop policies, including academia and business. In December of 2019 

they announced an AI strategy based on recommendations from the advisory group. According the strategy, 

there are three pillars and nine directions. First pillar is to establish the ecology of AI such as 5G infrastructure, 

institution building and start-ups. The second is to utilize the potential of AI via human resource development, 

application to various sectors and AI-based digital government. The third is to realize human-centered AI by 

securing jobs and setting up new ethics. In addition these strategies could also contribute to respond COVID-19 

pandemic.

  

Biography

Seong Ju Kang received the M.A. degree in public management from Syracuse University, 

and studied at Pennsylvania State University for doctoral. He spent more than three 

decades in IT policy arena such as AI, 5G, IoT, cyber security and digital government in 

Korean government and OECD. His research interests include digital transformation, 

metaverse, and blockchain. He is actively involving in academic activies as well such as 

green network technology, mobile computing, and deep learning.
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Tutorial

February 21, 2022 (Monday), 15:00 ~ 16:00

Tutorial Session I (Prof. Katsuya Suto, University of Electro-Communications)

Deep Learning and Its Applications to Radio Map Construction

Abstract

Radio map plays a key role in decision-making in 6G systems, i.e., resource management for cell-free wireless 

networks, spatial spectrum sharing, intelligent reflecting surface (IRS). However, it remains an open challenge. 

Deep learning (especially image-driven deep learning) has been developing as a promising solution to express 

the complex radio propagation features in the urban area using feature extraction from 3D maps of cities. 

The approach learns the correlation between the building features and propagation features to recognize the 

reflection and diffraction by the buildings. By use of rapid advancement of GPU, it achieves high estimation 

accuracy with low computation time.

The main objective of this tutorial is to provide a fundamental background of deep learning and then show 

how to address practical challenges in radio map construction. In particular, we first give a tutorial of deep 

learning used in radio map construction to provide comprehensive knowledge to the audiences. We then give 

the current research trend together with implementation details to have a better understanding. Finally, we 

introduce our proposed methods for path loss modeling, spatial interpolation, and spatial extrapolation.

  

Biography

Katsuya Suto received the B.Sc. degree in computer engineering from Iwate University, 

Morioka, Japan, in 2011, and the M.Sc. and Ph.D. degrees in information science from 

Tohoku University, Sendai, Japan, in 2013 and 2016, respectively. He has worked as a 

Postdoctoral Fellow for Research Abroad, Japan Society for the Promotion of Science, in 

the Broadband Communications Research Lab., University of Waterloo, ON, Canada, from 

2016 to 2018. He is currently an Assistant Professor with the Graduate School of Informatics and Engineering, 

the University of Electro-Communications, Tokyo, Japan. His research interests include mobile edge computing, 

cognitive radio, green wireless networking, and deep learning. He received the Best Paper Award at the IEEE 

VTC2013-spring, the IEEE/CIC ICCC2015, the IEEE ICC2016, and the IEEE Transactions on Computers in 2018.
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Tutorial

February 22, 2022 (Tuesday), 14:00 ~ 15:00

Tutorial Session II (Prof. Yexiang Xue, Purdue University)

Knowledge Embeddings to Attack Multi-stage Inference Problems in Reasoning, 

Learning, and Decision Making

Abstract

Problems at the intersection of reasoning, optimization, and learning often involve multi-stage inference and are 

therefore highly intractable. I will introduce a novel computational framework, based on embeddings, to tackle 

multi-stage inference problems. As a first example, I present a novel way to encode the reward allocation problem 

for a two-stage organizer-agent game-theoretic framework as a single-stage optimization problem. The encoding 

embeds an approximation of the agents’ decision-making process into the organizer’s problem. We apply this 

methodology to eBird, a well-established citizen-science program for collecting bird observations, as a game 

called Avicaching. Our AI-based reward allocation was shown highly effective, surpassing the expectations of the 

eBird organizers and bird conservation experts. As a second example, I present a novel constant approximation 

algorithm to solve the so-called Marginal Maximum-A-Posteriori (MMAP) problem for finding the optimal policy 

maximizing the expectation of a stochastic objective. To tackle this problem, I propose the embedding of its 

intractable counting subproblems as queries to NP-oracles subject to additional XOR constraints. As a result, 

the entire problem is encoded as a single NP-equivalent optimization. The approach outperforms state-of-the-

art solvers based on variational inference as well as MCMC sampling on probabilistic inference benchmarks, 

deep learning applications, as well as on a novel decision-making application in network design for wildlife 

conservation. Lastly, I will talk about how the embeddings of phase-field modeling in an end-to-end neural 

network allow us to learn partial differential equations governing the dynamics of nanostructures in metallic 

materials under extreme heat and irradiation conditions.

  

Biography

Dr. Yexiang Xue is an assistant professor at the Department of Computer Science at Purdue 

University, USA. The goal of Dr. Xue’s research is to bridge large-scale constraint-based reasoning 

and optimization with state-of-the-art machine learning techniques to enable intelligent 

agents to make optimal decisions in high-dimensional and uncertain real-world applications. 

More specifically, Dr. Xue’s research focuses on scalable and accurate probabilistic reasoning 

techniques, statistical modeling of data, and robust decision-making under uncertainty. Dr. 

Xue’s work is motivated by key problems across multiple scientific domains, ranging from artificial intelligence, 

machine learning, renewable energy, materials science, crowdsourcing, citizen science, urban computing, ecology, 

to behavioral econometrics. Dr. Xue focuses on developing cross-cutting computational methods, with an emphasis 

on the areas of computational sustainability and scientific discovery. Dr. Xue received several NSF grants, Purdue’s 

seed of success award, Cornell’s Ph.D. dissertation award, and the IAAI Innovative application award. He published 

over 45 papers at top-tier CS conferences, and also journal articles including in Science, Nature Communications, 

the communications of ACM, Materials Research Society Communications, and the Artificial Intelligence magazine.
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Tutorial

February 23, 2022 (Wednesday), 14:00 ~ 14:50

Tutorial Session III (Prof. Dong Seog Han, Kyungpook National University)

Facial Emotion Recognition with Deep Learning

Abstract

Facial emotion recognition (FER) is vital for interactive robots detecting users’ feelings. The solid performance of 

the FER requires a well-designed neural network and a reliable FER dataset. Managing the FER dataset is highly 

effective in having a solid performance than redesigning the neural network. These days, many FER researchers 

are more focused on designing a deep learning model without thoroughly inspecting the FER dataset 

samples. In addition, the FER without improper pre-processing of the FER dataset could cause degrading the 

deep learning model’s performance even with a well-designed neural network. Some FER datasets contain 

irrelevant facial images or unnecessary features, confusing a deep neural network’s training. In this tutorial, we 

demonstrate how properly pre-process the FER dataset to enhance the overall quality of the FER dataset and 

improve the performance of FER’s training.

  

Biography

Dong Seog Han received the B.S. degree in electronic engineering from Kyungpook 

National University (KNU), Daegu, Korea, in 1987, and the M.S. and Ph.D. degrees in 

electrical engineering from the Korea Advanced Institute of Science and Technology 

(KAIST), Daejon, Korea, in 1989 and 1993, respectively. From 1987 to 1996, he was with 

Samsung Electronics Company Ltd., where he developed the receiver chipset for HDTV. 

Since 1996, he has been with the School of Electronics Engineering, KNU, as a faculty and is currently a full 

Professor. He was a courtesy Associate Professor with the Department of Electrical and Computer Engineering, 

University of Florida, in 2004. He was the Director of the Center of Digital TV and Broadcasting, Institute for 

Information Technology Advancement (IITP), from 2006 to 2008. He is currently directing the Center for ICT & 

Autonomous Convergence, KNU, since 2011. His main research interests include intelligent signal processing 

and autonomous vehicles.
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Oral Sessions

Oral Session 1A: Information and Communications Technology I / February 21, 2022 (Monday)

Chair: Prof. Wooyeol Choi (Chosun University) 16:30-17:30, Room A/Zoom A

1A-1 Classification and Discretization of Shadowing Toward Low Storage Radio Map
 Keita Katagiri (The University of Electro-Communication, Japan); Takeo Fujii (The University of 

 Electro-Communications, Japan)

1A-2 Countering DNS Vulnerability to Attacks Using Ensemble Learning
 Love Allen Ahakonye and Cosmas Ifeanyi Nwakanma (Kumoh National Institute of Technology, South 

 Korea); Simeon Ajakwe (Kumoh National Institute of Technology, Gumi, South Korea);  

 Dong Seong Kim and Jae Min Lee (Kumoh National Institute of Technology, South Korea)

1A-3 NetMD-Network Traffic Analysis and Malware Detection
 Sampath Kumar Katherasala and Sri Manvith Vaddeboyina (Tata Consultancy Services, India);  

 Ajay Therala (TATA Consultancy Services, India)

1A-4 Defect Information Synthesis via Latent Mapping Adversarial Networks
 Seunghwan Song and Jun-Geol Baek (Korea University, South Korea)

1A-5 FFDNet Based Channel Estimation for Multiuser Massive MIMO System with One-Bit ADCs
 Md. Habibur Rahman, Md. Shahjalal and Md. Osman Ali (Kookmin University, Korea); 

 ByungDeok Chung (ENS. Co. Ltd, Korea); Yeong Min Jang (Kookmin University, South Korea)

Oral Session 1B: AI for Image Processing and Multimedia I / February 21, 2022 (Monday)

Chair: Prof. Jung Hoon Lee (Hankuk University of Foreign Studies) 16:30-17:30 Room B/Zoom B

1B-1 iVoiding: A Thermal-Image based Artificial Intelligence Dynamic Voiding Detection System
 Yu-Chen Chen (Kaohsiung Medical University, Kaohsiung, Taiwan); Jian-Ping Su (Southern Taiwan University of 

 Science and Technology, Taiwan); Cheng Han Tsai (Southern Taiwan University of Science and Technology, 

 Tainan, Taiwan); Ming-Che Chen and Wan-Jung Chang (Southern Taiwan University of Science and Technology, 

 Taiwan); Wen-Jeng Wu (Kaohsiung Medical University, Kaohsiung, Taiwan)

1B-2 Determining Jigsaw Puzzle State from an Image based on Deep Learning
 Ijaz Ahmad, Suk-seung Hwang and Seokjoo Shin (Chosun University, South Korea)

1B-3 Growth Estimation Sensor Network System for Aquaponics using Multiple Types of Depth Cameras
 Ryota Murakami and Hiroshi Yamamoto (Ritsumeikan University, Japan)

1B-4 Image Synthesis with Single-type Patterns for Mixed-type Pattern Recognition on Wafer Bin Maps
 Yunseon Byun (Korea University, Republic of Korea, South Korea); Jun-Geol Baek (Korea University, 

 South Korea)

1B-5 Evaluating Opcodes for Detection of Obfuscated Android Malware
 Saneeha Khalid (Bahria University Islamabad Pakistan, Pakistan); Faisal Bashir Hussain (Bahria 

 University, Islamabad, Pakistan)
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Oral Sessions

Oral Session 2A: Information and Communications Technology II / February 22, 2022 (Tuesday)

Chair: Prof. Senouci Ben (North Dakota State University) 09:30-10:50 Room A/Zoom A

2A-1 Procedural Generation of Game Levels and Maps: A Review
 Tianhan Gao (Northeastern University of China, China); Jin Zhang and Qingwei Mi (Northeastern 

 University, China)

2A-2 Similarity-based Local Feature Extraction for Wafer Bin Map Pattern Recognition
 Jieun Kim and Jun-Geol Baek (Korea University, South Korea)

2A-3 Body Segmentation Using Multi-task Learning
 Julijan Jug and Ajda Lampe (University of Ljubljana, Faculty of Computer and Information Science, 

 Slovenia); Vitomir Štruc (Faculty of Electrical Engineering, University of Ljubljana, Slovenia); 

 Peter Peer (University of Ljubljana, Faculty of Computer and Information Science, Slovenia)

2A-4 Aerial Supervision of Drones and Birds using Convolutional Neural Networks
 Vivian Ukamaka Ihekoronye (Kumoh National Institute of Technology, South Korea); Simeon Ajakwe 

 (Kumoh National Institute of Technology, Gumi, South Korea); Dong Seong Kim and Jae Min Lee 

 (Kumoh National Institute of Technology, South Korea)

2A-5 Performance Analysis of UAV-based Array Antenna Arrangement for Target Detection
 Ji-Hyeon Kim, Soon-Young Kwon and Hyoung-Nam Kim (Pusan National University, South Korea)

Oral Session 2B: AI for Image Processing and Multimedia II / February 22, 2022 (Tuesday)

Chair: Prof. Dong Seog Han (Kyungpook National University) 09:30-10:50 Room B/Zoom B

2B-1 Image Prediction for Lane Following Assist using Convolutional Neural Network-based U-Net
 Byung Chan Choi (LIG Nex1, South Korea); Jaerock Kwon (University of Michigan - Dearborn, 

 USA); Haewoon Nam (Hanyang University, South Korea)

2B-2 Forward and Backward Warping for Optical Flow-Based Frame Interpolation
 Joi Shimizu, Heming Sun and Jiro Katto (Waseda University, Japan)

2B-3 Performance Improvement Method of the Video Visual Relation Detection with Multi-modal Feature Fusion
 Kwangju Kim and Pyong-Kun Kim (ETRI, South Korea); Kil-Taek Lim (Electronics and 

 Telecommunications Research Institute, South Korea); Jong Taek Lee (ETRI, South Korea)

2B-4 A high-speed driver behavior detection deep learning system using the amount of change in 
 contrast between frames
 Min Woo Yoo and Dong Seog Han (Kyungpook National University, South Korea)

2B-5 Intelligent Receiver for Optical Camera Communication
 Ida Bagus Krishna Yoga Utama (Kookmin University, Korea); Md. Habibur Rahman (Kookmin University, Korea); 

 ByungDeok Chung (ENS. Co. Ltd, Korea); Yeong Min Jang (Kookmin University, Korea) 
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Oral Sessions

Oral Session 3A: Information and Communications Technology III / February 22, 2022 (Tuesday)

Chair: Dr. Hui Han (Fraunhofer Institute) 15:20-16:40 Room A/Zoom A

3A-1 Interference analysis study for coexistence between C-V2X and Wi-FI 6E in the 6GHz band
 YoungWoon Kim (Soongsil University, South Korea)

3A-2 Neural Architecture Search for Real-Time Driver Behavior Recognition
 Jaeho Seong and Dong Seog Han (Kyungpook National University, South Korea)

3A-3 Smart Anomaly Detection: Deep Learning modeling Approach and System Utilization Analysis
 Ben Senouci (North Dakota State University (NDSU), USA); Mourad Bouache (Intel USA, USA)

3A-4 An Evaluation Framework for Machine Learning Methods in Detection of DoS and DDoS Intrusion
 Temechu G Zewdie and Anteneh Girma (University of the District of Columbia, USA)

3A-5 A study on the application of mission-based cybersecurity testing and evalulation of weapon systems
 Dongkyoo Shin and Ikjae Kim (Sejong University, South Korea)

Oral Session 3B: AI for Image Processing and Multimedia III / February 22, 2022 (Tuesday)

Chair: Dr. Eric Xue (University of Toronto) 15:20-16:40 Room B/Zoom B

3B-1 Grey Wolf Optimizer-Based Automatic Focusing for High Magnification Systems
 Islam Helmy and Wooyeol Choi (Chosun University, South Korea)

3B-2 Research and examination on implementation of super-resolution models using deep learning with 
 INT8 precision
 Shota Hirose, Naoki Wada, Jiro Katto and Heming Sun (Waseda University, Japan)

3B-3 Mitigating Overflow of Object Detection Tasks Based on Masking Semantic Difference Region of 
 Vision Snapshot for High Efficiency
 Heuijee Yun (Kyungpook National University, South Korea); Daejin Park (Kyungpook National University 

 (KNU), South Korea)

3B-4 Calibration-Net: LiDAR and Camera Auto-Calibration using Cost Volume and Convolutional Neural 
 Network
 An Duy Nguyen and Myungsik Yoo (Soongsil University, South Korea)

3B-5 Granular Analysis of Pretrained Object Detectors
 Eric Xue (University of Toronto, Canada); Tae Soo Kim (Johns Hopkins University, USA)
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Oral SessionsOral Sessions

Oral Session 4A: Information and Communications Technology IV / February 23, 2022 (Wednesday)

Chair: Prof. Dongkyun Kim (Kyungpook National University) 09:30-10:50 Room A/Zoom A

4A-1 Irregular Repetition Slotted ALOHA Scheme with Multi-Packet Reception in Packet Erasure Channel
 Chundie Feng (Chongqing University, China); Xuhong Chen (China Development Bank, China); 

 Zhengchuan Chen, Zhong Tian and Yunjian Jia (Chongqing University, China); 

 Min Wang (Chongqing University of Posts and Telecommunications, China)

4A-2 Two-Policy Cooperative Transfer for Alleviation of Sim-to-Real Gap
 Liangdong Wu (Institute of Automation, Chinese Academy of Sciences, China)

4A-3 Graph Neural Network-based Clustering Enhancement in VANET for Cooperative Driving
 Hang Hu (City College of New York, USA); Myung Lee (City University of New York, City College, USA)

4A-4 Machine Learning-Based Power Loading for Massive Parallel Gaussian Channels
 Min Jeong Kang and Jung Hoon Lee (Hankuk University of Foreign Studies, South Korea)

4A-5 Enhanced Semi-persistent scheduling (e-SPS) for Aperiodic Traffic in NR-V2X
 Malik Muhammad Saad, Muhammad Ashar Tariq, Md. Mahmudul Islam, Muhammad Toaha Raza 

 Khan, Junho Seo and Dongkyun Kim (Kyungpook National University, South Korea)

4A-6 Target Detection using U-Net for a DTV-based Passive Bistatic Radar System
 Ji-Hun Park, Do-Hyun Park and Hyoung-Nam Kim (Pusan National University, South Korea)

Oral Session 4B: AI for eHealth and Medical Diagnosis I / February 23, 2022 (Wednesday)

Chair: Prof. Micheal Tee (University of the Philippines Manila) 09:30-10:50 Room B/Zoom B

4B-1 Privacy-preserving collaborative machine learning in biomedical applications
 Wonsuk Kim and Junhee Seok (Korea University, South Korea)

4B-2 Computer Code Representation through Natural Language Processing for fMRI Data Analysis
 Jaeyoon Kim (Korea University, South Korea); Una-May O’Reilly (MIT, USA); Junhee Seok (Korea 

 University, South Korea)

4B-3 A Machine Learning Approach in Evaluating Symptom Screening in Predicting COVID-19
	 Geoffrey	A.	Solano	(University	of	the	Philippines	Manila,	Philippines);	Marc	Jermaine	Pontiveros 
 (University of the Philippines Manila & University of the Philippines Diliman, Philippines);  

 Michael L. Tee (University of the Philippines Manila, Philippines)

4B-4 A Study on the Clinical Effectiveness of Deep Learning CAD Technology
 Ju-Hyuck Han, Hyun-Woo Oh and Woong-Sik Kim (Konyang University, South Korea)

4B-5 Fake Data Generation for Medical Image Augmentation using GANs
 Donghwan Kim, Jaehan Joo and Suk Chan Kim (Pusan National University, South Korea)
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Oral SessionsOral Sessions

Oral Session 5A: AI for Image Processing and Multimedia IV / February 23, 2022 (Wednesday)

Chair: Prof. Hong Qin (University of Tennessee at Chattanooga) 11:10-12:30 Room A/Zoom A

5A-1 Vision Anomaly Detection Using Self-Gated Rectified Linear Unit
 Israt Jahan, Md. Osman Ali and Md. Habibur Rahman (Kookmin University, Korea);  

 ByungDeok Chung (ENS. Co. Ltd, Korea); Yeong Min Jang (Kookmin University, Korea)

5A-2 A Comparison of YOLO and Mask-RCNN for Detecting Cells from Microfluidic Images
 Mehran Ghafari (University of Tennessee Chattanooga, USA); Daniel Mailman, Parisa Hatami, 

 Trevor Peyton and Li Yang (University of Tennessee at Chattanooga, USA); Weiwei Dang (Baylor 

 Collage of Medicine, USA); Honq Qin (University of Tennessee at Chattanooga, USA)

5A-3 Multiview Attention for 3D Object Detection in Lidar Point Cloud
 Kevin T. Wijaya, Donghee Paek and Seung-Hyun Kong (Korea Advanced Institute of Science and 

 Technology, South Korea)

5A-4 Multi-scale synergy approach for real-time semantic segmentation
 Min Young Kim and Quyen Van Toan (Kyungpook National University, South Korea)

5A-5 CIAFill: Lightweight and Fast Image Inpainting with Channel Independent Attention
 Chung-Il Kim (Korea Electronics Technology Institute, South Korea); Saim Shin (KETI, South Korea); 

 Han-Mu Park (Korea Electronics Technology Institute, South Korea)

Oral Session 5B: AI for eHealth and Medical Diagnosis II / February 23, 2022 (Wednesday)

Chair: Prof. Min Young Kim (Kyungpook National University) 11:10-12:30 Room B/Zoom B

5B-1 Anomaly Detection for Alzheimer’s Disease in Brain MRIs via Unsupervised Generative Adversarial Learning
	 Geoffrey	A.	Solano	and	Sun	Arthur	A.	Ojeda	(University	of	the	Philippines	Manila,	Philippines)

5B-2 Heart Disease Prediction Using Adaptive Infinite Feature Selection and Deep Neural Networks
 Sudipta Modak, Esam Abdel-Raheem and Luis Rueda (University of Windsor, Canada)

5B-3 A federated binarized neural network model for constrained devices in IoT healthcare services
 Hyeontaek Oh, Jongmin Yu, Nakyoung Kim, Dongyeong Kim and Jangwon Lee (KAIST, South Korea); 

 Jinhong Yang (INJE University & Korea Advanced Institute of Science Technology, South Korea)

5B-4 Hierarchical User Status Classification for Imbalanced Biometric Data
 Nakyoung Kim (KAIST, South Korea); Hyunseo Park (Korea Advanced Institute of Science and 

 Technology (KAIST), South Korea); Gyeong Ho Lee, Jaeseob Han, Hyeontaek Oh and Jun Kyun Choi 

 (KAIST, South Korea)

5B-5 Increasing Accuracy of Hand Gesture Recognition using Convolutional Neural Network
 Gyutae Park and Chandrasegar Vasantha Kumar (Gyeongsang National University, South Korea); 

 JoongGun Park (JD Co., Ltd, South Korea); Jinhwan Koh (Gyeongsang National University, South Korea)
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Oral SessionsOral Sessions

Oral Session 6A: AI Foundation / February 23, 2022 (Wednesday)

Chair: Dr. Deepesh Agarwal (Kansas State University) 14:50-16:10 Room A/Zoom A

6A-1 Impacts of Behavioral Biases on Active Learning Strategies
 Deepesh Agarwal (Kansas State University, USA); Obdulia Covarrubias and Stefan Bossmann (The 

 University of Kansas Medical Center, USA); Bala Natarajan (Kansas State University, USA)

6A-2 Effect of the Period of the Fourier Series Approximation for Binarized Neural Network
 Seon-Yong Lee, Hee-Youl Kwak and Jong-Seon No (Seoul National University, South Korea)

6A-3 CMCL: Clustering-based Memory Management for Continual Learning
 Jiae Yoon (GIST, South Korea); Hyuk Lim (Gwangju Institute of Science and Technology, South Korea)

6A-4 TinyML: A Systematic Review and Synthesis of Existing Research
 Hui Han (Fraunhofer Institute for Experimental Software Engineering IESE, Germany); 

 Julien Siebert (Fraunhofer Institut for Experimental Software Engineering IESE, Germany)

6A-5 A Survey of Procedural Content Generation of Natural Objects in Games
 Tianhan Gao (Northeastern University of China, China); Jiahui Zhu (Northeastern University, China)

Oral Session 6B: AI for Control and Decision I / February 23, 2022 (Wednesday)

Chair: Prof. Eunkyung Kim (Hanbat National University) 14:50-16:10 Room B/Zoom B

6B-1 Reinforcement Learning for Neural Collaborative Filtering
 Alexandros I Metsai (My Company Projects, Greece); Konstantinos Karamitsios and Konstantinos 

 Kotrotsios (My Company Projects O. E., Greece); Periklis Chatzimisios (International Hellenic 

 University (Greece), Greece & University of New Mexico (USA), USA); George Stalidis and Kostas 

 Goulianas (International Hellenic University, Greece)

6B-2 A Survey of Markov Model in Reinforcement Learning
 Tianhan Gao (Northeastern University of China, China); Baicheng Chen (Northeastern University & 

 Arlinton University, China); Qingwei Mi (Northeastern University, China)

6B-3 Fairness Enhancement of TCP Congestion Control Using Reinforcement Learning
 Sang-Jin Seo and You-Ze Cho (Kyungpook National University, South Korea)

6B-4 Merging Reinforcement Learning and Inverse Reinforcement Learning via Auxiliary Reward System
	 Wadhah	Zeyad	Tareq	and	M.	Fatih	Amasyalı	(Yıldız	Technical	University,	Turkey)

6B-5 Pothole Detection Using Optical Camera Communication
 Md. Osman Ali (Kookmin University, Korea); Israt Jahan (Kookmin University, Korea);  

	 Raihan	Bin	Mofidul1	(Kookmin	University,	Korea);	ByungDeok	Chung	(ENS.	Co.	Ltd,	Korea);	 
 Yeong Min Jang (Kookmin University, Korea) 
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Oral SessionsOral Sessions

Oral Session 7A: AI Applications for Information Systems I / February 23, 2022 (Wednesday)

Chair: Dr. Ali Rizwan (Qatar University) 16:30-17:50 Room A/Zoom A

7A-1 Sensor Network System for Condition Detection of Harmful Animals by Step-by-step Interlocking of 
 Various Sensors
 Keigo Uchiyama and Hiroshi Yamamoto (Ritsumeikan University, Japan); Eiji Utsunomiya (KDDI 

 Research, Japan); Kiyohito Yoshihara (KDDI Research Inc., Japan)

7A-2 WiFi Positioning by Optimal k-NN in 3GPP Indoor Office Environment
 Sung Hyun Oh and Jeong Gon Kim (Korea Polytechnic University, South Korea)

7A-3 A Study on the improvement of chinese automatic speech recognition accuracy using a lexicon
 Minjeong Gu (University of Science and Technology & Electronics and Telecommunications Research 

 Institute, South Korea); Shingak Kang (Electronics and Telecommunication Research Institute, South Korea)

7A-4 Addressing Data Sparsity with GANs for Multi-fault Diagnosing in Emerging Cellular Networks
 Ali Rizwan (University of Glasgow, United Kingdom (Great Britain)); Adnan Abu-Dayya and Fethi 

 Filali (QMIC, Qatar); Ali Imran (University of Oklahoma, USA)

7A-5 Edge-Computing based Secure E-learning Platforms
 Sameer Ahmad Bhat (Gulf University for Science and Technology, Kuwait); Muneer Dar (National 

 Institute of Electronics & Information Technology, Srinagar, India); Saadiya Shah (National Institute of 

 Electronics and Information Technology, Kuwait)

7A-6 Efficient classification of human activity using PCA and deep learning LSTM with WiFi CSI
 Sang-Chul Kim and Yong-Hwan Kim (Kookmin University, South Korea)

Oral Session 7B: AI for Control and Decision II / February 23, 2022 (Wednesday)

Chair: Dr. Adhitya Bantwal Bhandarkar (University of New Mexico) 16:30-17:50 Room B/Zoom B

7B-1 MARL-based Optimal Route Control in Multi-AGV Warehouses
 Ho-Bin Choi, Ju-Bong Kim, Chang-Hun Ji, Ihsan Ullah and Youn-Hee Han (Korea University of 

 Technology and Education, South Korea); Se Won Oh (ETRI, South Korea); Kwi-Hoon Kim (Korea 

 National University of Education, South Korea); Cheol Sig Pyo (ETRI, South Korea)

7B-2 DDPG-Edge-Cloud: A Deep-Deterministic Policy Gradient based Multi-Resource Allocation in  
 Edge-Cloud System
 Arslan Qadeer (City College of New York, CUNY, USA); Myung Lee (City University of New York, City  

 College, USA)

7B-3 A Study on Update Frequency of Q-Learning-based Transmission Datarate Adaptation using 
 Redundant Check Information for IEEE 802.11ax Wireless LAN
 Kazuto Yano, Kenta Suzuki and Babatunde Ojetunde (Advanced Telecommunications Research Institute 
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Hallasan National Park

Hallasan stands out at the center of South Korea’s southernmost island, 

boasting exquisite landscapes due to its varied volcanic topography 

and vegetation distribution ranging vertically through the subtropical, 

temperate, frigid and alpine zones. The special nature of this area led 

to its being designated and managed as a national park in 1970, a 

UNESCO Biosphere Reserve in 2002, a World Natural Heritage Site in 2007. 

Muljangori Oreum registered as a Ramsar Wetland in 2008.

Jeju Olle

“Olle” [Ole] is the Jeju word for a narrow pathway that is connected from 

the street to the front gate of a house. Hence, “Olle” is a path that comes 

out from a secret room to an open space and a gateway to the world. If the 

road is connected, it is linked to the whole island and the rest of the world 

as well. It has the same sound as “Would you come?” in Korean, so Jeju’s “Olle” 

sounds the same as ‘Would you come to Jeju?’.

Jeju Olle’s founder Suh, Myungsook used to be the chief editor of a weekly news magazine. She worked hard 

as a journalist, but after struggling to reach her dream job for twenty years and then being at the top of her 

profession for another fifteen years, she needed a rest. She was exhausted and her mind felt empty, so she 

set herself a new goal. She hoped that she could walk the road to Santiago (Camino de Santiago – 800km 

pilgrimage from France to Spain). Eventually she made her pilgrimage in September, 2006. She met a British 

woman at the end of the trip and they promised to share their comforts and happiness on the road with others 

when they returned to their homelands….

Udo (Cow Islet)

The island was named “Udo” or “Cow Island” as its contours look like a cow 

lying down on the ground. There are 8 scenic wonders of Udo: day and 

night(Judan-myeongwol and Yahang-eobeom), sky and earth (Cheonjin-

gwansan and Jidu-cheongsa), front and back (Jeonpo-mangdo and 

Huhae-seokbyeok), and east and west (Dongan-gyeonggul and Seobin-

baeksa)

The island was named “Udo” or “Cow Island” as its contours look like a cow lying down on the ground.

There are 8 scenic wonders of Udo: day and night(Judan-myeongwol and Yahang-eobeom), sky and earth 

(Cheonjin-gwansan and Jidu-cheongsa), front and back (Jeonpo-mangdo and Huhae-seokbyeok), and east 

and west (Dongan-gyeonggul and Seobin-baeksa)
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Mysterious Road (Dokkaebi Road)

On Mysterious Road (or Bugaboo Road), a parked car on a slight hill road 

rolls uphill instead of going down hill. This is a result of an optical illusion in 

which the lower part looks higher because of its surrounding environment.

Geomun Oreum

The eroded valley of lava that erupted from the middle of the crater is the 

largest on Jeju Island. On one side is a 4km oval valley.

On the southeast ranch site, there are many conical hills with lava detritus 

which are volcanic cones without craters. The Geomi Oreum in Songdang-

ri, Gujwa-eup is also called the East Geomun Oreum to distinguish it from 

this West Geomun Oreum.

Local residents call it Geomul Chang (Geomeol Chang) or the Geomun Oreum since it looks black when 

covered with forest. However, according to a scholars etymological study, “Geomun” originates from “Gam or 

Geom” during the Ancient Joseon Era which means “God”. Therefore, “Geomun Oreum” means “Holy mountain”. 

The forest is thick with Pinus thunbergii and Japanese cedars. It is a multiple-shaped volcanic cone. On the top 

of the mountain, there is a large crater with a small peak with a horse hoof-shaped crater that widens to the 

northeast.

Manjang Cave

Manjang Cave, situated at Donggimnyeong-ri, Gujwa-eup, North Jeju, 

30 kilometers east of Jeju City, was designated as Natural Monument 

No. 98 on March 28, 1970. The 7,416-meter long cave has been officially 

recognized as the longest lava tube in the world. The annual temperature 

inside the cave ranges from 11oC to 21oC, thus facilitating a favorable 

environment throughout the year. The cave is also academically significant 

as rare species live in the cave. Created by spewing lava, “the lava turtle”, “lava pillar”, and “Wing-shaped Wall” 

look like the work of the gods. It is considered to be a world class tourist attraction.
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Sanbang Cave buddhist temple

A Buddhist statue is enshrined in a cave on the southwestern slope of 

Mt. Sanbang. With a height of 5 m, a length of 10 m and a width of 5 m, 

it is not known when this statute was carved. It is said to have been Heil 

residence during the Goreyo Dynasty andthe calligrapher Chusa Jeong-

hee Kim often visited here to contemplate life. Water drips from the 

ceiling and some Jeju people say the water droplets are tears of goddess 

Sanbangdeok who guards the mountain.

Legend has it that this daughter of Mt. Sanbang was gorgeous.

She fell in love with a youth named Goseong but an official in town who had a crush on her confiscated 

his property and falsely put him into exiled him. Disappointed and despairing of the world rife with sins, 

Sanbangdeok returned to the Sanbang cave, turned herself into a rock, and continues to weep to this day.

Seopjikoji

Jutting out at the eastern seashore of Jeju Island, Seopji-Koji is one of the 

most scenic views with the bright yellow canola and Seongsan Sunrise 

Peak as a backdrop.

The pristine beauty of Jeju can be seen in Seopji-koji. Sinyang Beach, a 

meadow filled with canola flowers, peacefully grazing Jeju ponies, a rocky 

sea cliff, and a towering legendary large rock (Sunbawe) all combine to 

make nature s masterpiece. Unlike the other coastal areas of Jeju, it has red volcanic rock (songi) and strangely-

shaped rocks that at low tide transform this area into a breath-taking stone exhibition gallery.

Seopji-Koji has become a movie and drama location hotspot with Gingko Bed 2, The Uprising of Lee Jae Su, 

Thousand Day Night, and All In

-A location shot was taken at Seopji-Koji to portray a picturesque scene of seaside home where the actress Jin 

Sil Choi lived in the movie Gingko Bed 2 (Danjeokbiyeonsu). It is also well-known as the shooting location for 

the TV drama All In, The Hyeopja beacon mound and lighthouse attracts a lot of tourists.

5.16 Road’s Forest Tunnel

Highway 5.16 was the first national road in Jeju which directly linked Jeju 

City to Seogwipo City, reducing the travel time between the southern 

and northern parts of the island to less than one hour. Naturally forming a 

tunnel, a line of trees on each side along the highway stretches for about 

1 km just south of Seongpanak. Snow in winter and the brilliant red and 

yellow leaves in autumn make this drive a mystical experience.

Travel Information
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Seongsan Ilchulbong (Sunrise Peak)

99 rocky peaks surround the crater like a fortress and the gentle southern 

slope connected to water is a lush grassland.

On the grassland at the entrance of Sunrise Peak, you can enjoy horseback 

riding. Breathtaking scenic views while taking a rest in the middle of 

climbing up the peak such as Mount Halla, the deep blues of the ocean, 

the multi-colored coast line, and the picturesque neighboring villages will 

become unforgettable memories.

Cheonjiyeon Waterfall

The waterfall falls from a precipice with thundering sounds, creating white 

water pillars. It has the name Cheonjiyon, meaning ‘the heaven and the 

earth meet and create a pond’. At 22 m in height and 12 min width, the 

waterfall tumbles down to the pond to produce awe-inspiring scenery. 

The valley near the waterfall is home to Elaeocarpus sylvestrisvar, ellipticus, 

which is Natural Monument No. 163, Psilotum nudum, Castanopsis 

cuspidatavar.sieboldii, Xylosma congestum, Camellia and other subtropical trees. This place is also famous as 

home to the eel of Anguilla mauritiana, whichis Natural Monument No. 27 and is active primarily at night.

The Chilsipri Festival is held in every September at the falls.>
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Abstract—This paper considers the shadowing classifier and
shadowing discretization to create a low storage radio map. We
have confirmed that the data size of the radio map can be
reduced while high estimation accuracy keeps via the former
method. However, the data size has not been evaluated using the
latter method that simply discretizes a shadowing realization in
each position. Thus, this paper discusses the effectiveness of the
two methods in terms of the data size and estimation accuracy.
The verification results show that the shadowing classifier can
skillfully predict the radio propagation compared with the
discretization-based method. Meanwhile, if the slight degradation
of the estimation accuracy is tolerated, the discretization-based
method may be useful.

Index Terms—Radio map, classification, radio propagation,
discretization

I. INTRODUCTION

Several researchers are studying a radio map as a tool to

skillfully grasp the radio propagation [1], [2]. The radio map

often visualizes the average received signal power in each

reception position by processing measured datasets collected

by mobile terminals. The created radio map is stored as

the statistical data in a cloud server and is provided to a

transmitter and receivers. The site specific radio propagation

can be precisely estimated via the radio map.

However, because the conventional radio map stores the

average received signal power in each position, the enormous

data may be registered according to the communication area

range. To reduce the registered data size, it is necessary to

unify average received signal power values in a certain area

range. However, if this area range is too wide, the average

received signal power may be inaccurately calculated owing

to the fluctuation of the radio propagation. Obviously, there

is the trade-off between the estimation accuracy and the area

range for which the average power is derived.

It is well known that there is empirically the spatial corre-

lation in the shadowing realization [3]. The reference [3] has

clarified that the correlation coefficient can be approximately

expressed as the exponential decay model in terms of the mov-

ing distance. This fact means that the shadowing realizations

may be similar in neighborhood position.

Focusing on this property, we have proposed the shadowing

classifier [4] to reduce the registered data size of the radio map.

This method creates K shadowing realizations by quantizing

measured data. Then, a quantized shadowing is assigned to

each location according to the proposed objective function that

minimize the error between the quantized shadowing and in-

stantaneous received signal power values. We have confirmed

that the shadowing classifier can construct the accurate radio

map with low registered data size.

However, if the communication area range is wide, the

conventional classifier may take the long time to assign a

shadowing to each position. This is because the processing

load becomes enormous owing to the calculation of the

objective function in each position. Here, as a simpler method,

we can consider the discretization of the shadowing realization

in each position. This method simply discretizes a shadowing

based on the rounding without using the objective function.

As a result, the registered data size may be reduced with low

processing load compared to the shadowing classifier.

This paper discusses the effectiveness of the shadowing

discretization in terms of the data size and estimation accuracy.

The verification results show that the shadowing classifier can

skillfully predict the radio propagation compared with the

discretization-based method. Meanwhile, if the slight degrada-

tion of the estimation accuracy is tolerated, the discretization-

based method may be useful.

The remainder of this paper is organized as follows. Sect. II

mentions the conventional radio map and its issue. After that,

the shadowing classifier and the discretization are presented

in Sects. III and IV. Then, Sect. V explains the comparative

methods for the shadowing classification. After the 3.5GHz

band datasets are elucidated in Sect. VI, the verification results

are described in Sect. VII. Finally, we conclude this paper in

Sect. VIII.

II. CONVENTIONAL RADIO MAP

The radio map is usually constructed based on an actual

observation of radio environment. Mobile devices, such as

smartphones, observe radio environment information in each

location and upload these data to the cloud server. This paper

assumes that the instantaneous received signal power and

reception position are observation dataset in each position. The

cloud server splits the communication area into a square area

called a mesh. Then, the radio map is created by averaging

the instantaneous received signal power samples in each mesh.

Such the construction method is well known as crowdsourc-

ing [5], [6]. Crowdsourcing enables us to efficiently construct

a radio map in terms of the short observation time. The most
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advantage of the radio map is accurate prediction of the path

loss and shadowing based on actual observations.

However, since the conventional radio map accumulates the

average received signal power along with a mesh code [7]

in each mesh, the enormous data may be stored according to

the area size. Thus, this paper focuses on the reduction of the

registered data size in the radio map based on the classification

of the shadowing realizations.

III. SHADOWING CLASSIFIER

We have proposed the shadowing classifier [4] to reduce the

registered data size of the radio map. This classifier constructs

K shadowing realizations by analyzing measured datasets. For

the explanation, this paper assumes that there are L meshes

(l = 0, 1, · · · , L − 1) in the communication area. The k-th

propagation model (k = 0, 1, · · · ,K − 1) is given by

P̄k(dl) = b− 10alog10(dl) + ŝk [dBm], (1)

where P̄k(dl) is the average received signal power estimated

by the k-th model, dl [m] denotes the link distance between

the transmitter and the l-th mesh, b [dBm] is the constant value

that includes the transmission power and antenna effects, a is

a path loss index, and ŝk [dB] is the k-th quantized shadowing

realization. The cloud server first generates the scatter diagram

as the horizontal axis is log10(dl) and the vertical axis is the

average received power in each mesh. After that, we can obtain

the parameters b and a based on the least squares method. This

paper assumes that b and a are constant in all meshes.

A. Quantization of Shadowing

The cloud server first calculates a non-quantized shadowing

realization sl [dB] in the l-th mesh as follows:

sl = p̄l − p̂(dl), (2)

where p̄l [dBm] denotes the average received signal power

in the l-th mesh and p̂(dl) = b − 10alog10(dl) [dBm] is the

median path loss. A non-quantized shadowing is calculated in

each mesh and the shadowing vector s = (s0, s1, · · · , sL−1)
is created.

After that, the cloud server obtains the maximum shad-

owing smax = max(s) [dB] and the minimum shadowing

smin = min(s) [dB], and quantizes between [smin, smax] by

the step size w [dB]. Thus, we can formulate the k-th quantized

shadowing realization ŝk as,

ŝk = smin + wk [dB]. (3)

By the processing, the shadowing classifier that consists of

different K shadowing models can be generated.

B. Model Assignment

The registered data size can be reduced by assigning the

same propagation model to multiple meshes where the radio

propagation is similar. For the explanation of the model assign-

ment, this subsection assumes that there are nl measurement

samples p = (p1, p2, · · · , pnl
) in the l-th mesh. Here, p is

the instantaneous received signal power vector and pi [dBm]
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Fig. 1. An overview of the shadowing classification.

(i = 1, · · · , nl) denotes the i-th instantaneous value including

small-scale fading. In the radio map construction, the deviation

of the average received signal power may be removed by using

small mesh size. However, the fluctuation of the small-scale

fading may remain a little if the number of samples is too small

in the mesh. To consider the effect, the cloud server assigns a

propagation model P̄k to the l-th mesh so that the root mean

squared error (RMSE) between p and P̄k is minimized. The

shadowing label k is searched based on the following function,

k = arg min
k=0,1,··· ,K−1

√

√

√

√

1

nl

nl
∑

i=1

(pi − P̄k)2. (4)

The cloud server registers the shadowing label k as an integer

in each mesh as illustrated in Fig. 1.

IV. SHADOWING DISCRETIZATION

This section explains the second method for reducing the

registered data size. The cloud server discretizes the shadowing

realization sl in the l-th mesh by rounding it to the D-th

decimal places. This calculation is performed in each mesh

and each rounded value is stored in the cloud server. The

registration contents of this method will be explained in

Sect. VII-C. The average received signal power is derived by

considering the median path loss based on b and a in addition

to the discretized shadowing.

The same shadowing can be assigned using the small D;

however, the estimation accuracy may be slightly degraded

owing to the discretization error. Meanwhile, the number of

same shadowing models may the small if the large D is used.

V. COMPARATIVE METHODS

A. Preliminary Descriptions

As the comparative, this paper uses two clustering al-

gorithms: the k-means++ [8] and Gaussian mixture model

(GMM). In radio propagation, the shadowing realization has

the spatial correlation property that is empirically established

as the exponential decay model [3]. Accordingly, similar

002



shadowing realizations can be observed in vicinity positions.

Fortunately, the k-means++ assumes that several data are

collectively distributed in a certain area; thus, we use the k-

means++ as the first comparison method.

Additionally, the shadowing realization empirically follows

the log-normal distribution; that is, this phenomenon matches

to the assumed distribution of the GMM. Hence, the GMM is

used as the second comparative.

Next, the input data vector is defined as follows:

zl = (xl, yl, sl), (5)

where zl and (xl, yl) are the input data vector and the

coordinate value in the l-th mesh, respectively. The cloud

server calculates (xl, yl) based on the mesh code [9].

The coordinate value and shadowing realization are different

scales. Therefore, the cloud server standardizes the coordinate

value and shadowing realization. Then, a weight is multiplied

to each data for changing the impact on the clustering. Note

that the standardization is performed using the mean and the

standard deviation of each input data.

B. k-means++

k-means++ clusters the input data by minimizing the fol-

lowing evaluation function F :

F =
K−1
∑

k=0

L−1
∑

l=0

ulkde(zl, ck), (6)

where 1 is substituted into ulk if zl belongs to the k-th

cluster; otherwise, 0. ck denotes the centroid in the k-th cluster

and de(zl, ck) is an euclidean distance between zl and ck.

Here, the number of clusters K corresponds to the number of

shadowing models in the proposed classifier.

To determine an initial centroid so that an euclidean distance

between each centroid is long, the following procedures are

performed:

a). The cloud server randomly picks zl as the first centroid

c0 from the L meshes.

b). The following probability is used to select another

centroid ck from the L meshes, where its input data

vector is defined as z′
l.

min
0≤k≤K−1

de(z
′
l, ck)

∑L−1
l=0 min

0≤j≤K−1
de(zl, cj)

. (7)

c). b). is repeated while K centroids are chosen.

After the selection of the K initial centroids, the shadowing

realizations are clustered into K clusters by referring the

evaluation function F . Then, the cloud server averages the

shadowing realizations having the same cluster label k and

registers the averaged value and cluster label k in each mesh.

C. GMM

GMM consists of the linear combinations of several Gaus-

sian distributions. Each input data vector can be clustered

by determining a Gaussian distribution that the data belongs

to. The k-th probability density function (PDF) of V -variate

Gaussian distribution is defined as,

gk(x) =
1

(2π)V/2|Σk|1/2

exp

(

−
1

2
(x− ck)

T
Σ

−1
k (x− ck)

)

, (8)

where ck is the mean vector of the k-th distribution that

corresponds to the centroid in the k-means++. Σk is the

covariance matrix of the k-th distribution. x = (x1, · · · , xV )
is the random variable vector and θk = (ck,Σk). The PDF of

GMM is represented as follows:

g(x|Θ) =
K−1
∑

k=0

αkgk(x|θk), (9)

where αk is defined as a mixing coefficient of the k-th

distribution and Θ = (α0, α1, · · · , αK−1,θ0,θ1, · · · ,θK−1).
Then, the log-likelihood function of GMM is given by

log g(X|Θ) = log
N
∏

i=1

g(xi|Θ)

=
N
∑

i=1

log
K−1
∑

k=0

αkgk(xi|θk), (10)

where X = {x1,x2, ...,xN} and N is the number of data.

To maximize the log-likelihood function, Expectation-

Maximization (EM) algorithm is generally utilized. We define

the latent variable rk that is 1 if data xi(i = 1, · · · , N) belongs

to the k-th distribution; otherwise, 0. The following procedures

are the EM algorithm.

E-step

The cloud server calculates the posterior distribution of

rk as follows:

e
(t)
k (xi) =

α
(t)
k gk(xi|θ

(t−1)
k )

∑K−1
j=0 α

(t)
j gj(xi|θ

(t−1)
j )

, (11)

where e
(t)
k (xi) denotes the posterior distribution of rk

and t is the iteration index.

M-step

Each parameter is updated as follows:

α
(t)
k =

1

N

N
∑

i=1

e
(t)
k (xi), (12)

c
(t)
k =

∑N
i=1 e

(t)
k (xi)xi

∑N
i=1 e

(t)
k (xi)

, (13)

Σ
(t)
k =

∑N
i=1 e

(t)
k (xi)(xi − c

(t)
k )(xi − c

(t)
k )T

∑N
i=1 e

(t)
k (xi)

. (14)

The cloud server repeats the above steps until the following

function O converges:

O =
N
∑

i=1

K−1
∑

j=0

e
(t)
j (xi) logα

(t)
j gj(xi|θ

(t)
j ). (15)
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Fig. 2. Measurement environment.

TABLE I
MEASUREMENT SPECIFICATIONS

Transmission power [dBm] 29

Center frequency [GHz] 3.5

Antenna Ominidirectional

Antenna height of transmitter [m] 17.5

Antenna height of receiver [m] 1.5

Spectrum analyzer Anritsu MS2712E

Resolution bandwidth [Hz] 300

Walking speed [km/h] 4

Measurement interval [ms] 0.15

VI. 3.5GHZ BAND DATASETS

To evaluate the validity of the shadowing classification, this

paper uses the measured data over 3.5GHz band [10]. The

experiment campaign was conducted in Kudanshita Chiyoda-

ku in Tokyo, Japan. There are many buildings in the area;

thus, the environment is an urban. Fig. 2 presents the exper-

iment environment and the red square denotes the location

of the transmitter. The transmitter sent the continuous wave

to each location. Meanwhile, the receiver having the spectrum

analyzer recorded the instantaneous received signal power and

reception location while walking at about 4 [km/h]. Table I

shows the experiment parameters. We used 100423 samples

to construct the shadowing classifier.

VII. EMULATION RESULTS

This section mentions the evaluation results. The compara-

tive methods use the weights of 0.1 and 0.9 for (xl, yl) and

sl, respectively.

A. Example of Radio Maps

Fig. 3 indicates the examples of the radio map and shadow-

ing classification. Fig. 3(a) is the true radio map that visualizes

the average received signal power in each 10m mesh. Mean-

while, the others are the classified shadowing maps. Here, D

is 4 and K is 218 that corresponds to w = 0.2 [dB]. These

maps clarify that the shadowing realizations can be appro-

priately classified. For example, around the southeast area in

Fig. 3(a), the average received signal power is similar; that is,

(a) True map (dBm). (b) Proposed classifier (dB).

(c) Discretization (dB). (d) k-means++ (dB).

(e) GMM (dB).

Fig. 3. Examples of the radio map and shadowing classification.

the spatial correlation of the shadowing can be found. Each

shadowing map reveals that similar shadowing realizations can

be classified in the area.

B. Estimation Accuracy

This subsection evaluates the prediction accuracy of each

method using RMSE as follows:

RMSE =

√

√

√

√

1

Leva

Leva
∑

i=1

(pi − p̄i,predcted)2 [dB], (16)

where pi [dBm] is defined as an instantaneous received signal

power in the i-th mesh. p̄i,predcted [dBm] denotes the estimated

power in the i-th mesh, and Leva is the number of 10m meshes.

We divided 100423 samples into 3 groups and performed the

cross-validation.

The prediction accuracy is depicted in Fig. 4. The RMSE of

the Radio map is calculated using the median received signal

power in each mesh without the shadowing classification.

Meanwhile, the Fitted path loss estimates the average received

signal power based on the path loss parameters b and a. Note

that D is 0 in the Discretization; thus, a shadowing realization

is stored as an integer value in each mesh. These numerical

values mean that the average RMSE becomes small in the

proposed classifier, k-means++, and GMM as K increases.

The Discretization-based method can skillfully calculate the

average received signal power; however, the accuracy saturates

around 4.2 [dB] owing to the discretization error. In contrast,

the proposed classifier can slightly improve the RMSE because
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Fig. 5. Average RMSE of the proposed classifier and discretization.

the shadowing realization is classified by considering the

small-scale fading.

Additionally, the RMSE between the classifier and dis-

cretization is shown in Fig. 5. In the Discretization-based

method, the four plots indicate the accuracy using D =
1, 2, 3, 4, respectively; thus, there are many shadowing models

in large D. Note that the RMSE of the proposed classifier is

calculated in K = 200 that corresponds to the right end in

Fig. 4. These values show that the RMSE is not improved in

the Discretization-based method even if D increases. Mean-

while, the proposed classifier is superior to the Discretization-

based method with small K. From the results, we argue that

the Discretization-based method should not be used in D

is 1 or more because the registered data size unnecessarily

increases.

C. The Registered Data Size

Finally, this subsection calculates the data size to verify the

effectiveness of the shadowing classification. Tables II and III

present the accumulation items of the proposed classifier and

conventional radio map, respectively. The proposed classifier

and comparative methods construct K shadowing models;

thus, a shadowing value is managed with the label k in the

shadowing table as shown in Table II(b). These elements are

registered for K models. To reduce the accumulated data size,

TABLE II
ACCUMULATION ITEMS IN CLASSIFIER AND COMPARISON METHODS

(a) Mesh Table

Element Type Size [byte]

Mesh code (10m) text 11

Shadowing label (Cluster label) k int 4

Total data size per mesh 15

(b) Shadowing Table

Element Type Size [byte]

Shadowing label (Cluster label) k int 4

Shadowing realization ŝk double 8

Total data size per model 12

(c) Single Table

Element Type Size [byte]

b, a double 16

Transmitter mesh code text 16

1st mesh code text 5

Total data size 37

TABLE III
ACCUMULATION ITEMS IN THE RADIO MAP

(a) Mesh Table

Element Type Size [byte]

Mesh code (10m) text 11

Average received signal power double 8

Total data size per mesh 19

(b) Single Table

Element Type Size [byte]

1st mesh code text 5

mesh table as defined in Table II(a) stores the label k as the

integer in each mesh. Although the reference [7] presents the

10m mesh code as text type with 16 [byte], this paper considers

the size as 11 [byte] by considering the constant value of the

1st mesh code. The remaining size of 5 [byte] is accumulated

in Table II(c) with b, a, and the transmitter mesh code.

Meanwhile, Table III(a) shows the accumulation items in the

conventional radio map. The table registers the average power

value with 10m mesh code. The 1st mesh code is registered

in Table III(b).

In the shadowing discretization with D = 0, the shadowing

realization is accumulated as the integer; thus, Table II(a) is

used with the discretized shadowing value instead of the label

k. Meanwhile, in D is 1 or more, since the discretized shadow-

ing value is created as the floating point type, Tables II(a) and

II(b) are used. In both cases, Table II(c) is utilized to calculate

the path loss.

In summary, the total data size of the proposed classifier

and comparative methods can be expressed as follows:

A1 = (L× 15) + (K × 12) + 37 [byte], (17)

where A1 is the accumulated data size in the proposed classi-

fier and comparative methods. Additionally, the accumulated
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Fig. 7. The registered data size of the proposed classifier and quantization.

data size of the conventional radio map A2 can be defined as,

A2 = L× 19 + 5 [byte]. (18)

Finally, the data size of the discretization with D = 0 is given

by

A3 = L× 15 + 37 [byte], (19)

where A3 is the registered data size of the discretization-based

method. Note that A3 = A1 in D is 1 or more.

Fig. 6 depicts the data size in each method with L =
2060. This figure clarifies that the proposed classifier and

discretization-based method can decrease the data size around

14.8–20.8 [%] compared to the conventional radio map. If the

slight degradation of the RMSE is tolerated, the discretization-

based method with D = 0 may be useful in terms of the

registered data size. If not, the proposed classifier should be

utilized.

The registered data size of the discretization as D is 1

or more is illustrated in Fig. 7. It can be confirmed that the

data size increases in an increase of D. Additionally, since

the number of same shadowing realizations is little, the size

becomes large compared to the conventional radio map. Thus,

in the discretization, the shadowing realization should not be

accumulated with floating point type.

VIII. CONCLUSION

This paper has evaluates the shadowing classification toward

to the low storage radio map. As the reduction of the data size,

we have considered three methods: the shadowing classifier,

the discretization-based method, and conventional clustering

algorithms. The performance evaluation has revealed that

the proposed classifier is suitable in terms of the prediction

accuracy and data size. Additionally, the discretization-based

method with D = 0 is useful if the slight degradation is

tolerated.
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AbstractÐThe Domain Name System (DNS) is the hub of
the cyberspace and communications services which also plays
enabling role in the Industrial Internet of Things (IIoT) and
transmission at large. DNS enciphering in HyperText Transfer
Protocol Secure (HTTPS) as DoH did not eliminate vulnerability
and intrusion into critical systems. This study proposed a time-
efficient Ensemble Learning (EL) model for countering DNS
vulnerability to attack. The proposed EL candidate incorporates
feature selection capability in extracting relevant features for
enhanced model optimization. The simulation results showed
that the proposed EL candidate effectively mitigates vulnera-
bility, classifying DNS traffic into Non-DoH, Malicious DoH and
Benign-DoH. The proposed model outperforms other compared
state-of-art EL techniques with a combined advantage of accu-
racy and training time of 99.5% and 13.96s.

Index TermsÐAI, DNS, Ensemble Learning, IIoT,

I. INTRODUCTION

Amongst the protocols in a network communication system

is the Domain Name System (DNS). It serves as the internet

directory. Online information access is through the DNS. It

is also one of the early network protocols with high vulner-

ability and diverse security flaws constantly exploited. DNS

exploitation is invariably a domain of eminent attention for

cyber-security researchers. However, delivering privacy and

safeguarding DNS demands and acknowledgement remains

a daunting endeavor as intruders employ advanced intrusion

strategies for exploiting DNS vulnerability [1].

Some of the DNS attacks are domain lock-up attacks,

DNS hijacking, DNS spoofing, DNS Tunneling. In pursuit

of security improvement, DNS has become more relevant

recently by providing validation and approval to some internet

resources. Nevertheless, the recent development of DNS falls

short of guaranteeing requisite security to users. Hence, DNS

security has been a widely researched topic in the cyber-

security domain. The National Institute of Standards and

Technology (NIST) issued a document with recommendations

for the safe deployment of DNS to prevent security challenges

[2].

To reduce the DNS vulnerabilities associated with security

and data processing, the Internet Engineering Task Force

(IETF) initiated DNS over HTTPS (DoH) in RFC8484 [1].

DoH is a set of codes that strengthens security and counters

attacks by encoding DNS mistrust and forwards in a hidden

channel such that there is no data obstruction in transit. How-

ever, the inadequacy of an illustrative dataset is a challenge in

evaluating the approach for securing DoH traffic in a network

topology. Distinct perspectives for DNS vulnerability such as

Internet Protocol (IP)/domain boycott and removing suspected

DNS packets to attain DNS restriction have been applied [3]±

[5]. Most researchers criticize DoH for making DNS tunnels

difficult for attack detection.

There have been efforts at protecting network systems; this

attempt includes network intrusion detection systems (NIDS),

the use of firewalls to minimize the issues of unlawful access,

etc. Consequently, the authors in [1] attempted resolving

the problem of dataset insufficiency. The study proposed an

approach to secure a model dataset. It is for the analysis,

testing and evaluation of DoH traffic in hidden channels.

The focus was on deploying DoH in an application to take

hold of benign and malicious DoH traffic. This new protocol

improved privacy and DNS security. However, the issue of

DNS vulnerability persists, hence, the need for an Artificial

Intelligence (AI) countering measure.

AI has supported in strengthening the performance of

detection techniques in NIDS. Considering this, numerous

authors have utilized AI techniques for vulnerability and attack

mitigation. For instance, authors [6]±[8] proposed various in-

trusion detection frameworks. Presently industrial innovations

such as the industrial internet of things (IIoT) and machine

learning (ML) have revolutionized daily life and influenced

various sectors. IIoT has become ubiquitous as it is applicable

in different areas, including communication and the industry

generally. ML has played enabling role in the development of

Intrusion Detection Systems (IDS). Such application includes

attack and vulnerability detection, which has found use in IIoT.

The use of ML for enabling attack and vulnerability detec-

tion is still a contending issue. Thus, this study investigated the

DoH traffic and non-DoH traffics for an efficient IDS. Also, an

investigation into different ensemble learning (EL) prospects

for an efficient, accurate and time-aware countering system for

DNS vulnerability to attacks. Recent research works show that

ML would not only improve the detection rate but would also

reduce the computational time [9].

This work has the following goals:

• To deduce an efficient AI technique for IDS in terms of

the combined advantage of accuracy and least training

time using the CIRA-CIC-DoHBrw-2020 datasets.
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• To utilize Python to determine the best EL candidate with

respect to DNS vulnerability to attacks.

• To propose an EL architecture to counter DNS vulner-

ability, achieve high accuracy of detection with reduced

complexity and less training time.

The paper arrangement is thus: Section II is the summary of

existing works detailing IIoT Intrusion detection and various

approaches of EL and establishing research gaps. In Sec-

tion III, problem formulation, which involves a brief descrip-

tion of EL and the best AI candidate, has been discussed.

Section IV describes the performance evaluation with the com-

parison of accuracy plot and time-efficiency of the proposed

model, Section V is the conclusion of the paper.

II. RELATED WORKS

A. Intrusion Detection System applying Ensemble Learning

(EL)

Indications are replete in literature to deduce that conven-

tional ML approaches may not be reliable in manipulating

intricate data, such as high-dimensional data, noisy (usually

from industrial environment) and imbalanced data. To solve

this challenge, various works on EL schemes are now accessi-

ble to ensure a blend of data mining,fusion and modeling into

a consolidated scheme [10].

EL is commonly a collective classifier system. It requires the

combination and training of collective learners known as base

learners, to determine a learning problem. The EL framework

can be homologous or diverse ensembles reliant on the type of

base learners constituting the scheme. While the homologous

have base learners, the diverse ensemble comprises of indi-

vidual unique learners or simply called component learners.

Significantly, most studies on EL schemes are focused on

weak learners, thus, base learners are often referred to as

weak learners. Fig. 1 depicts the fusion of base learners for an

improved outcome, where the outcome is anticipated to be of

an enhanced performance in comparison with base learners 1,

2, 3 ...K. The base learners can be perceived as those learners

Fig. 1. Flow of Ensemble Learning showing the fusion of base learners

whose accuracy in terms of binary classification ability is

marginally within 50%, [10].

EL techniques uses a blend of distinct classifiers for detec-

tion, which has facilitated different operations and improved

performance in IoT systems. This yields enhanced perfor-

mance for various attack types and protocols used in IoT

networks. The study by [11] proposed a modern ensemble

IDS approach for attack defence on Ethernet Consist Networks

of trains. Though this system delivered superior results, the

approach can be complex with a lack of computational speed.

Authors [12] proposed an AdaBoost EL scheme for mitigating

malicious activities, especially HTTP, MQTT and DNS attacks

from botnet attacks in IoT networks. The approach holds

good performance accuracy when compared to other models.

However, the computation time is not efficient for a time-

critical system. Recently, the works of [13] proposed a novel

scheme named ElStream for detecting concept drift utilizing

traditional ML approach and EL. This approach uses only

optimum classifier to vote for decision by using the majority

voting scheme. Authors [14] in a recent study attempted AI

techniques for mitigating attacks in SCADA Systems.

IIoT are real-time systems which are time-critical and as

such a vital factor in its design. Regardless of the value im-

provement of these authors, the techniques lacks consideration

for EL technique for mitigating DNS vulnerability and time

complexity for proposed EL in attack detection. Moreover,

all enumerated studies did not establish an efficient and time-

aware EL. Hence, this study presents the application of an

effective EL approach for countering DNS attacks.

III. METHODOLOGY

A. DNS Traffic Dataset

This dataset is made of recent attack features as enumerated

in [1]. Below is a brief overview of the composition of the

dataset. Benign-DoH: This is a non-malicious DoH activities

gathered from websites that uses HTTPS, and tagged Benign-

DoH. In an effort generate sufficient data to stabilize the

dataset, numerous webpages from Alexa were surfed. Non-

DoH: This data was created with similar method as in Benign-

DoH by employing browsers such as Google Chrome and

Mozilla Firefox. Malicious-DoH: DNS channeling mechanism

like DNSCat2, Iodine and dns2tcp were used to create mali-

cious DoH data. This mechanism sends encoded TCP data in

DNS query. Particularly, the mechanism generate channels of

encoded traffic. Consequently, DNS query is made by applying

traffic layer-encoded HTTPS application to dedicated DoH

servers.

B. Ensemble Learning Framework For DNS

An EL approach is presented to detect vulnerability which

reveal IIoT networks through the DNS codes by examining the

DNS codes, as displayed in Fig 2. The architecture comprises

of three stages, viz: a feature lay, feature selection, and EL

techniques. The feature lay is simply the features of the DNS

traffic dataset. Following is the Pearson Coefficient Correlation

(PCC). It is used for choosing the lowest correlated features

with likely features of benign, Non-DoH and malicious pat-

terns as seen in equation 1, with the option of variables that

has a high correlation value threshold of between +/-1. Lastly,

the EL technique used for countering the vulnerability in
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Fig. 2. Proposed Framework for Countering DNS Vulnerability

DNS thereby classifying into Non-DoH, benign and malicious.

The dataset was split into training and testing to conduct the

experimental evaluation, where 80% of data is used for training

and 20% for testing.

Q =

∑

(αi − α̂)
(

βi − β̂
)

√

∑

(αi − α̂)
2

(

βi − β̂
)2

, (1)

Feature selection is vital in IDS for ridding unnecessary

features and choosing the relevant ones that supports segre-

gation of DNS traffic into benign, Non-DoH and malicious.

It improves the general performance of the system, lowering

computational cost, eliminating information redundancy and

enhances accuracy and also helps in the analysis of network

data normality. The training specifications are as presented in

Table I. This study focused on state-of-the-art EL candidates

such as Extreme-Gradient Boosting (XGB), Gradient Boosting

(GB), AdaBoost (AD), Random Forest (RF) and Decision

Trees (DT) EL classifiers.

TABLE I
ENSEMBLE LEARNING TRAINING PARAMETERS

Parameter Remark

Observations 226406 samples
Predictors 11

Classes 3
No of Trainable Classifiers 5

Model type Decision Tree Classifier
Result Presentation type Response plot

Training time 13.960 sec
No of Splits 10

Random State 42
Cross-validation kfold

IV. PERFORMANCE EVALUATION

A. Parameter Metrics

To determine an efficient EL technique for countering DNS

vulnerability to attacks, the CIRA-CIC-DoHBrw-2020 dataset

was evaluated utilizing XGB, GB, AD, RF and DT EL

candidates. See Figs 3 and 4 for the performance comparison

of the evaluated models. The performance of the prospective

EL model was compared with the studies by [11]±[13] using

performance evaluation metrics summarized by equations (2)

and computation time. The authors in [13] achieved a higher

accuracy. However they did not consider computational time

as an important factor for such a system. Thus, a research gap

which necessitated this new approach.

Accuracy =
TP + TN

TP + TN + FP + FN
, (2)

where FP , TP , TN and FN represents False Positive,

True Positive, True Negative and False Negative respectively.

Fig. 3. Comparison of Accuracy Performance of Various EL Techniques

Fig. 4. Comparison of Computation Time of Various EL Techniques
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B. Experimental Environment

Training and testing of the proposed EL scheme was carried

out on Google Colab using various Keras and scikit learn

libraries. All experimentation can be administered on a laptop

designed by NVIDIA GeForce GTx 1080Ti, 11G memory,

Intel Xeon E5-1650 CPU 3.60-GHz processor, with windows

10 64 bit operating system.

C. Comparison of the Performance of some EL Techniques

This study centres on the choice of an efficient EL technique

for countering DNS vulnerability to attacks, with effort at

comparing the performance of various EL techniques in review

literature. Highlighting the achievements of the utilization of

EL techniques such as AdaBoost EL (AD-EL), ensemble IDS

(E-IDS) and ElStream. Table II, gives an illustration of the

achievements based on computation time, accuracy, precision

and recall.

TABLE II
PERFORMANCE COMPARISON OF VARIOUS ENSEMBLE TECHNIQUES

Models Acc. (%) Prec (%) Recall (%) Comp. Time (ms)

DT 99.3 99.2 99.3 13.96
AD 87.2 87.5 86.9 84.38

AD-EL [12] 99.54 98.62 98.93 150.8
XGB 95.1 95.7 95.1 263.36
GB 96.0 96.0 95.6 1149.92
RF 99.5 99.4 99.6 313.23

Elstream [13] 99.99 99.95 99.97 -
E-IDS [11] 97 96.8 97.5 -

D. Trade-off of Computation Time and Accuracy

It is vital to note that the efficient performance of a model is

not solely based on accuracy, rather on a combination of per-

formance evaluation metrics as portrayed in this study. Time is

an important factor for time-critical system as DNS security,

hence requires the mitigation technique to act as swift as

possible. Since any time lapse in mitigating a security breach

could lead to fatality in exposure/loss of vital information.

On this note, a trade-off between accuracy and time is used

as performance metrics. The DT compensated its accuracy

(99.3%) with computation time (13.96ms), while other models

(AD-EL 99.54%) had longer computation time.

V. CONCLUSION

This work evaluated various EL candidates leveraging DNS

traffic data. The result shows that the performance of the

proposed EL DT exceeded other states of the art EL candidates

such as RF, XGB, GB and AD for the efficient mitigation of

DNS vulnerability, as can be seen in the least computation time

of 13.96ms and accuracy of 99.3%. The specific, practical sig-

nificance of this ascertainment is in the decision of an efficient

EL candidate for IDS, basically where the preference is time-

efficiency. For future directions, expanding the comparison by

unveiling the capability and flexibility of the DT parameters

to more current cyber-security datasets looks promising.
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Abstract— In this digitally connected world, data networks 

play a crucial role in the communication field. As there is a 

massive growth in data exchange, transactions and other 

sensitive data need to be secured. Networks must be safeguarded 

from malware attacks for flawless transmission of data between 

devices. Some of the harmful consequences of malware attacks 

are gaining administrative control and data breaches. Malware 

detection has become a significant task to get rid of those 

dreadful consequences and make networks secure. In this paper, 

we implement machine learning algorithms against the malware 

detection datasets NetML and CICIDS2017, and the traffic 

classification dataset non-vpn2016 dataset. The results are very 

promising and have been validated with the results obtained in 

the NetML Network Traffic Analytics Challenge 2020, organized 

by ACANETS. The overall score on the CICIDS2017 and non-

vpn2016 datasets outperformed the baseline results published in 

the challenge, against all the five tracks (top, mid, and fine 

annotations). 

Keywords— Machine Learning, Malware Detection, NetML, 

CICIDS2017, non-vpn2016. 

I. INTRODUCTION 
In recent years, there has been an enormous spike in the 
number of electronic devices connected to the internet. With 
the increasing number of connected devices, malware attacks 
transferred over the network are also increasing regularly.  

Malware is malicious software created with the intent of 
gaining illegal access to computers and other network 
devices. Malicious software can be sent over the network 
through web links or emails. When the user clicks the link 
with malicious code, these attacks run in the background and 
lead to a data breach. These breaches may include the loss of 
the victim’s confidential data. There are various types of 
malware attacks. Malware attacks such as spyware 
unknowingly steal the user’s information; while 
Ransomware encrypts the user data until the victim makes a 
payment. Key loggers record everything that the victim 
inputs to collect sensitive information about the user, such as 
passwords. The Botnet gains access to the system and can 
control the computer system remotely. Root-privilege 
acquisition acquires administrative rights and installs 
malicious applications and runs them in the background. 
Adware servers throw advertisements by looking at a 
victim’s browsing history, becoming a threat to the network. 
It is of the utmost priority to eliminate these attacks and 
safeguard the devices and network from malware. In this 
data-driven world, machine learning (ML) and deep learning 
(DL) algorithms are evolving and helping to find solutions to 
various problems in every sector. Researchers started 
employing ML and DL in malware detection tasks due to the 
development of complex algorithms and the amount of data 
available on the web for analysis.  These ML and DL 

Algorithms can be used in Network Traffic Analysis (NTA) 
tasks (Malware detection, traffic classification, etc.). 

Researchers have employed various supervised and 
unsupervised learning techniques in network traffic analysis 
tasks. They found that supervised techniques are more 
effective than unsupervised techniques. Supervised 
techniques help in learning the patterns and predicting the 
class of data packets (malignant or benign). 

As the dataset plays a crucial role in the performance of the 
ML model, the network research community needs a 
comprehensive, open, and up-to-date dataset for obtaining 
effective classification results. To address this issue, the 
NetML challenge introduced three datasets: NetML, 
CICIDS2017, and non-vpn2016. These datasets contain 
nearly 1.3 million labeled flows and provide researchers with 
a benchmarking platform to evaluate their approaches and 
contribute to their research on NTA. 
 
This paper is organized into five sections. Section II provides 
an overview of related work on various malware detection 
and traffic classification problems. Section III describes the 
different datasets used in the challenge. Section IV explains 
the methodology and algorithms implemented for enhancing 
the results. Section V analyses the results obtained and also 
compares and contrasts them with the baseline results 
published in the challenge. Some interesting conclusions are 
presented in Section VI. In the appendix, we present some of 
the relevant exploratory data analysis of the network traffic 
flow features. 

II. RELATED WORK 
In the literature, we see many research articles published on 
network traffic analysis, malware detection, and also coupled 
with machine learning algorithms. In this paperwork, we 
predominantly focus on malware detection, and network 
traffic classification. A performance-based comparison 
approach was proposed by Rahim et al. [1], on the NSL-
KDD dataset. They have evaluated the results based on 
Support Vector Machine (SVM), Random Forest (RF), and 
Extreme Learning Machine (ELM) algorithms on full, half, 
and ¼ data. They concluded that RF outperforms other 
approaches. Jiang et al. [2] worked on DoS and found that 
only fourteen classes of the CICIDS2017 dataset were 
considered. They compared the original CICIDS2017 
features with the newly proposed features for neural 
networks. Ullah et Mahmoud proposed a two-level model 
[3]. They used a Decision tree to classify the traffic as an 
attack or normal at the first level and identified the type of 
attack at the second level using a random forest, after 
SMOTE-based data augmentation and edited KNN. Their 
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two-level method has been tested on the UNSW-NB15 and 
CICIDS2017 datasets. A two-step approach was proposed by 
Ustebay et al. [4]. on the CICIDS2017 dataset. The most 
useful features were identified using the Recursive Feature 
Elimination (RFE) technique, and these features are used for 
training the neural network model. The models developed do 
not perform well when all types of attacks are considered. 
Otherwise, performance results are not that great.  
 
Arnaud et al. [5] have worked on the MLP algorithm and 
have built a golden model. They used neural networks to 
evaluate the results on the CICIDS2017 dataset. Their 
approach provided better results on the complete dataset and 
good performance on training the model without the IP 
addresses and destination port features. A new classification 
model called Arc margin was developed by Xiaojun Wang et 
al. [6], which closely maps network traffic samples from the 
same category. They experimented on three datasets: non-
vpn2016, CICIDS2017, and CICIDS2012, obtaining 
precision and recall values of 0.9857, 0.9853 on non-
vpn2016, 0.9934, and 0.9933 on CICIDS2017, and 0.9971, 
and 0.9971 on the CICIDS2012 dataset. 
 
A model based on LSTM and CNN for network traffic 
classification was proposed by Feifei Hu et al. [7] on the 
non-vpn dataset. They have obtained a precision, recall, and 
f1 score of 97.4, 97.5, and 96.8 respectively on the non-vpn 
dataset. M. Lopez-Martin et al. [8] have experimented and 
shown that usage of a single deep learning technique (such as 
CNN or RNN) compared to combinations of techniques such 
as (CNN+LSTM, RNN+LSTM) has more advantages in 
classifying network traffic. 
 
Onur Barut et al. [9] have performed research on the 
importance of NTA in application classification and malware 
detection. They have generated three datasets, namely, 
NetML, CICIDS2017, and non-vpn2016, and implemented 
several machine learning algorithms like Random Forest, 
SVM, and MLP on these datasets. They have presented 
challenge baseline results on seven different tracks. 
However, they did not perform data balancing techniques. 
There is a scope to improve the performance of proposed ML 
models. 
 
All of these related works have motivated us, and we were 
able to outperform the NetML Network Traffic Analytics 
Challenge 2020 baseline results and leaderboard participants 
organised by the ACANETS challenge [12]. 

III. DATASETS 

There have been a plethora of research attempts to analyze 
and classify network traffic using a variety of datasets. 
Nevertheless, with the open datasets we have in computer 
vision research, such as ImageNet and COCO, it is very 
difficult to find a comprehensive dataset for researchers in 
networking. However, in the recent work [9], to enable data-
driven machine learning-based network flow analytics, they 
introduced a benchmark traffic dataset, known as NetML, 
curated from open sources for malware detection and 
network traffic classification. They have released the traffic 
flow features and different levels of annotations, aiming to 

present a common dataset for the research community. This 
dataset consists of three different sets in which two data 
samples are prepared for malware detection, NetML and 
CICIDS 2017, and one dataset is for traffic classification, 
vpn2016.  

Malware Detection Datasets: NetML & CICIDS2017 

 
NetML and CICIDS2017 are the two datasets created with 
the raw traffic captured from the Stratosphere IPS [10] 
website and the Canadian Institute of Cybersecurity (CIC) 
[11], respectively. These datasets are captured for detecting 
malware. Both datasets were further divided into top and 
fine-grained annotations. In the top-level annotation of 
NetML [9] and CICIDS2017 [9] datasets, captured traffic 
data is classified as benign or malware, as shown in Table I 
and Table II. At the top level, if a packet is classified as 
malware, then in fine-grained annotation the type of malware 
is classified. In the NetML dataset, twenty different malware 
classes are there, such as Dridex, Trickster, Ursnif, etc., as 
shown in Table III. In the CICIDS 2017 dataset, there are 
seven different types of malware classes, such as portScan, 
DoS, infiltration, etc., that are classified in the fine-grained 
annotation as shown in Table IV. 
 

TABLE I.  CLASS DISTRIBUTION OF NETML - TOP DATASET 
 

 

 

 
TABLE II.  CLASS DISTRIBUTION OF NETML – FINE-GRAINED  DATASET 
 
 
 
 
 

TABLE III.  CLASS DISTRIBUTION OF CICIDS2017 - TOP DATASET 

 

 

 

 

 

 

 

TABLE IV.  CLASS DISTRIBUTION OF CICIDS2017 - FINE DATASET 

 
 
 
 
 
 
 

Traffic Classification Dataset: non-vpn2016 

 
The non-vpn2016 dataset is collected from NetML Network 
Traffic Analytics Challenge 2020 organized by ACANETS 
[12]. This dataset primarily emphasizes application 

Class Number of Samples 

benign 311273 
malware 75995 

Class Adload Artemis Downware CCleaner Cobalt 

Samples 75995 57796 30442 37271 31458 

Class PUA Dridex Emotet HTBot 

Samples 8238 18627 15767 15289 

Class TrickBot Trickster Ramnit Sality Tinba 

Samples 4074 4020 8139 6162 4732 

Class BitCoinMiner Trojan Downloader Miner 

Trojan 

Samples 45907 3849 8482 

Class MagicHound WebComp

anion 

Ursnif benign 

Samples 9208 400 1379 33 

 

Class Number of Samples 

benign 242661 
malware 198455 

 

Class DDoS DoS ftp-patator infiltration 

Samples 198455 122430 36136 23806 
Class portScan ssh-

patator 

webAttack benign 

Samples 3168 1972 1617 53532 
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classification. Three levels of annotation are assigned to this 
dataset in which top-level annotation groups the captured 
traffic data into seven classes, namely P2P, chat, audio, 
email, file_transfer, tor, and video, as shown in Table V. 
Mid-level annotation consists of eighteen different 
applications (Gmail, Google, Netflix, Skype, Youtube, 
Facebook, etc.,) as shown in Table VI. Fine-level annotation 
of thirty-one low–level classes in an application 
(skype_video, facebook_audio, tor_google, tor_twitter, etc.,) 
as shown in Table VII. In the non-vpn2016, dataset four sets 
of features were extracted. They are Meta Data Features, 
TLS Features, DNS Features, and HTTP Features. Protocol-
specific features are extracted only if the flow contains 
packets with any one of the protocols, whereas metadata 
features are extracted for any kind of flow. 

TABLE V.  CLASS DISTRIBUTION OF NON-VPN2016 - TOP DATASET 

Class P2P audio chat email 

Samples 992 121930 6772 4300 
Class file_transfer tor video  
Samples 25896 128 3693 

TABLE VI.  CLASS DISTRIBUTION OF NON-VPN2016 - MID DATASET 

Class aim email facebook ftps gmail 

Samples 1011 12477 106596 1995 1089 
Class google hangouts icq netflix scp 

Samples 9 113940 1056 822 450 
Class sftp skype spotify torrent twitter 

Samples 453 140133 546 2496 12 
Class vimeo voipbuster youtube  
Samples 1095 7047 1968 

IV. METHODOLOGY  

In this work, we have divided our methodology into 
preprocessing and classification of algorithms. Data 
preprocessing is the process of applying transformations on 
raw data to clean the data. We apply various preprocessing 
techniques, such as scaling and balancing. We have scaled 
the data using the Standard Scaler. The datasets we 
experimented on have a high-class imbalance, as shown in 
Fig. [a, c, e, g, i, k, l]. Machine learning models may suffer 
from bias due to unbalanced data. Hence, to avoid bias 
problems, we have also experimented with balancing 
techniques as shown in Fig. [b, d, f, h, j]. These help in either 
upsampling or downsampling the number of samples in each 
class such that each class contains an equal number of 
samples. Techniques such as Undersampling, Oversampling, 
and SMOTE were experimented with. Of these, SMOTE 
gave better results. 

In the next part, we have employed various Machine 
Learning algorithms; Random Forest, Support Vector 
Machine, Logistic Regression, Naïve Bayes, Adaboost, 
CatBoost, and XGBoost on  

• unscaled and unbalanced dataset 
• unscaled and balanced dataset 
• scaled and unbalanced dataset 
• scaled and balanced dataset 

Out of all these, the performance results are good against 
scaled and balanced datasets. 
 

TABLE VII.  CLASS DISTRIBUTION OF NON-VPN2016 - FINE DATASET 

Class aim_chat email facebook_audio 

Samples 346 4372 63349 
Class gmail_chat hangouts_audio hangouts_chat 

Samples 415 38201 366 
Class ftps_up skype_chat scp_up 

Samples 176 4880 84 
Class scp_down sftp_down sftp_up 

Samples 89 98 67 
Class facebook_chat skype_audio facebook_video 

Samples 433 17149 357 
Class icq_chat hangouts_video ftps_down 

Samples 353 1231 535 
Class netflix youtube voipbuster 

Samples 348 735 2754 
Class vimeo torrent tor_youtube 

Samples 437 1016 104 
Class tor_vimeo tor_twitter tor_google 

Samples 17 4 3 
Class tor_facebook spotify skype_video 

Samples 3 207 584 

V. RESULTS 
The NetML and CICIDS2017 datasets are used for malware 
detection problems, while the nonvpn2016 dataset is used for 
traffic classification problems. For all the datasets, we have 
calculated validation accuracy based on 20% validation data 
as shown in Figure 1. Top Annotations of both NetML and 
CICIDS2017 datasets are for binary classification problems. 
Hence, we have calculated the True Positive Rate and False 
Alarm Rate for assessing the performance of the model. Fine 
annotation of the NetML and CICIDS2017 datasets, the non-
vpn2016 dataset is used for traffic classification purposes, 
and the performance metrics F1 score and mAP score are 
evaluated for assessing the model performance. 

 
Fig. 1. validation accuracies on 20% dataset 

For all the annotations of the three datasets, XGBOOST 
performed better than Random Forest and MLP. 

 
Fig. 2. F1 score and Mean Absolute Precision 

013



 

 

As shown in Figure 2, the F1 score and mAP values of the 
fine annotation of NetML are 0.80 and 0.47, respectively, 
and those of CICIDS2017 are 0.98 and 0.93 respectively. 
The F1 score and mAP values of the top, mid, and fine 
annotations of the non-vpn2016 dataset are 0.65 and 0.40; 
0.41 and 0.40; 0.34 and 0.29 respectively. XGBOOST 
performed better than Random Forest and MLP, for both F1 
and mAP. 

 
Fig. 3. TPR and FAR scores/values 

In Figure 3, The TPR and FAR values of the top annotation 
of NetML are 0.99 and 0.01 respectively, and those of 
CICIDS2017 are 0.98 and 0.98 respectively. XGBOOST 
performed better than Random Forest and MLP on TPR and 
FAR. 

 
Fig. 4. Challenge Scores of the non-vpn2016 dataset 

As shown in Figure 4, for all the annotations of the non-
vpn2016 dataset, XGBOOST (top - 0.25, mid – 0.15, fine – 
0.08) performed better than other algorithms. Our 
experimental results outperformed the ACANETS baseline 
results, as shown in Fig. [o, p, q]. 

 
Fig. 5. Challenge Scores of the CICIDS2017 dataset 

From Figure 5, it is emphasized that for all the annotations of 
the CICIDS2017 dataset, CATBOOST (top – 0.99, fine – 
0.92) performed better than other algorithms. Our 
experimental results outperformed the ACANETS baseline 
results, as shown in Fig. [m, n]. 
 

VI. CONCLUSION 
Secure networks help in defending against malware attacks 
and safeguarding computer systems from data breaches. 
Detecting malware is required to protect the network from 
malicious activities and make networks secure. In this paper, 
we have performed malware detection on NetML, 
CICIDS2017, and non-vpn2016 datasets by applying 
machine learning algorithms. In this experiment, we applied 
various machine learning algorithms such as Random Forest, 
SVM, Naïve Bayes, XGBoost, CatBoost, and MLP. We have 
published our results in the NetML Network Traffic 
Analytics Challenge 2020, organized by ACANETS. The 
results are outperformed against the baseline results on the 
challenge leaderboard. Metrics calculated for evaluation of 
our work include FAR and TPR for binary classification, 
mAP, and F1 score for multi-class classification. As per the 
performance analysis, we found that XGBoost performed 
well for all annotations on the non-vpn2016 and NetML 
datasets. CatBoost performed well on CICIDS2017 – top and 
MLP performed well on fine annotation. 
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APPENDIX 

 
Fig. a. NetML-top: validation set results before balancing 

 
Fig. b. NetML-top: validation set results after balancing 

 
Fig. c. NetML-top: validation set results before balancing 

 
Fig. d. NetML-fine: validation set results after balancing 

Fig. e. non-vpn2016-top: validation set results before balancing 
 

 
Fig. f.non-vpn2016-top: validation set results after balancing 

 
Fig. g. non-vpn2016-mid: validation set results before balancing 

 

Fig. h. non-vpn2016-mid: validation set results after balancing 

 
Fig. i. non-vpn2016-fine: validation set results before balancing 
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Fig. j. non-vpn2016-fine: validation set results after balancing 

 
Fig. k. CICIDS2017-top: validation set results before balancing 

 

Fig. l. CICIDS2017-fine: validation set results before balancing 

 

Fig. m. CICIDS2017-top: validation set results after balancing 

 

Fig. n. CICIDS2017-top: validation set results after balancing 

 
Fig. o. non-vpn2016-top: challenge results 

 
Fig. p. non-vpn2016-mid: challenge results 

 
Fig. q. non-vpn2016-fine: challenge results 
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Abstract— This research presents a new image synthesis 

methodology for automated visual inspection (AVI) in steel 

manufacturing process. We develop a novel methodology, 

termed Latent Mapping Adversarial Networks. As the end 

product of the manufacturing process is directly linked to 

economic factors, various methods are being utilized to improve 

the quality of the product. Among them, the defect detection 

steps carried out in advance are important as it greatly impacts 

productivity. However, new challenges have emerged for several 

reasons. First, it requires prior knowledge of the expert to define 

the defect image and perform detection. To alleviate this 

problem, various companies have started utilizing AVI to 

reduce this dependence on domain knowledge. Secondly, defect 

detection is an arduous task since fewer defect images are 

available compared to normal images. This underlying problem 

leads to a classification model that is biased toward the majority 

class, which degrades the final performance. In this paper, we 

propose a method to synthesize defect images to solve the above-

mentioned problems. Inspired by StyleGAN, we build mapping 

networks for latent space of the generator. Through this, we can 

synthesize defect images of various sizes in the manufacturing 

process. In addition, we experiment to find the most suitable loss 

function to solve the common problems of Generative 

Adversarial Networks (GAN). We also optimized the proposed 

method in terms of convergence and computation speed by 

estimating the size of optimal latent space. The experimental 

results using quantitative metrics illustrate the improved 

performance of the proposed methodology. As a result, it is now 

possible to solve the quality problem and increase productivity 

by reducing misclassification in the model through AVI 

experiments using the generated images 

Keywords—Automated visual inspection, generative 

adversarial networks, latent mapping, mapping network, 

synthesize defect 

I. INTRODUCTION 
Manufacturing process technologies are becoming 

increasingly fragmented and complex. The end product of the 
manufacturing process is directly related to economic factors 
as it affects productivity. Therefore, if defects in the product 
are not detected in advance, the cost of processing defective 
products occurs, affecting the entire manufacturing process 
[1]. Recently, there is a continuous rise in the demand for 
improvement in surface and shape quality of steel products [2]. 
Among them, detecting defects in advance to control defects 
in manufacturing is essential as it directly affects productivity 
and business competitiveness. 

Defect refers to physical and chemical failures caused due 
to certain problems in the manufacturing process, facility, or 
manufacturing environment. Steel is manufactured through 
various processes such as rolling and forging. In this process, 
defects such as crazing, inclusion, pitted surface, rolled-in 
scale, and scratch occur as shown in Fig. 1 [3]. 

Defect detection for steel surfaces is an important step in 
ensuring the quality of industrial production. Steel surface 
defect detection undergoes 3 preliminary steps as shown in Fig. 
2. First is the inspection step: Through this step, defects on the 
steel surface are detected by inspection tools [4]. Second is the 
review step: In this step, images of detected defects are 
captured by a specific tool. Third is the detection step: 
Detecting and classifying the types of defects according to the 
captured images. Steel surface defect detection processes 
allow the engineer to perform cause analysis and defect 
control. However, this visual inspection requires great reliance 
on the experience and the ability of individual engineers. 
Additionally, this process is usually done manually in the 
industry, making it unreliable and time-consuming. Therefore, 
automated visual inspection (AVI) targeting surface quality 
emerges as a standard configuration for steel manufacturing 
mills to improve product quality and promote production 
efficiency[5]. AVI, which performs classification through 
Convolutional Neural Networks (CNN), is not only widely 
applied to steel manufacturing process, but to glass, fiber, and 
semiconductor production process as well [6].  

* Corresponding author--Tel: +82-2-3290-3396; Fax: +82-2-3290-4550 

Fig. 1. Types of defects in the steel manufacturing process. 

Fig. 2. Steel manufacturing process and defect detection steps. 

 

 

017978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Although the deep learning-based AVI model shows 
excellent classification performance for numerous defect 
types, it inheres two practical problems in steel manufacturing 
process. First, the frequency of defect data occurrence is 
extremely low that very little data exist to be used for deep 
learning model development [7]. In general, enough training 
data for both defect and normal class is required to improve 
the classification performance of a deep learning model [8]. 
However, in the actual industry, the number of defective data 
is minimal compared to that of normal data. Were if the AVI 
was conducted with collected data alone, the imbalance may 
lead to the lower learning rate of defect types and to 
degradation of performance. Therefore, it is necessary to 
balance normal and defective class. Class imbalance refers to 
the substantial proportional difference of each class in the total 
dataset. When the class distribution is unbalanced, the model 
is trained with a bias toward the majority class, classifying 
well for the class with a lot of data, but the opposite for the 
minority class. Furthermore, the imbalanced class distribution 
can also lead to serious type II errors. Therefore, 
preprocessing for class imbalance is essential in improving the 
overall classification performance in defect detection. 

Second, the steel defect data has consisted of defects of 
various sizes. When using a generative model to solve the 
imbalance problem, large-sized defects can be easily 
generated with a simple generator. However, generation of 
small-sized defects is greatly influenced by which type of 
generative model is used [5]. Especially, a sophisticated 
generator is essential in situations where the defect size of the 
final product is about 0.2 mm, such as in the cold rolling 
process [9]. This study proposes a novel deep learning model 
for synthesizing defect data in steel manufacturing process. 
The proposed method generates a defective image similar to 
that of the real one, constructing effective training data for 
detecting detailed defective patterns. 

In this study, we propose latent mapping adversarial 
networks to overcome two practical problems in steel 
manufacturing process. Our methodology is inspired by Style-
based Generative Adversarial Networks (StyleGAN), which 
exhibits state-of-the-art in the data generation field [10]. The 
proposed method uses mapping networks in the latent space 
of the generator network. As the latent space goes through the 
mapping network, it becomes possible to learn the 
disentanglement of the training data distribution. This is the 
first step in the direction of explicit learning on real data. 
Mapping networks allow for a sophisticated generation of 
small-size defects. Our methodology also cares about the 
stability of learning. We use the Wasserstein distance as a 
distribution distance metric instead of the Jensen-Shannon (JS) 
divergence. The Wasserstein distance solves problems such as 
vanishing gradient and mode collapse witnessed in vanilla 
GAN [11]. The advantages of using the Wasserstein distance 
are discussed in section III. 

To demonstrate the performance of the proposed method, 
images of flat steel plates are used in the production process. 
The data generation aspect of the proposed method was first 
evaluated by the quantitative evaluation metric, Fréchet 
Inception Distance (FID), and visual results. Also, the second 
evaluation is performed on the classification performance 
through a simple CNN structure [12]. Finally, to reduce the 
computational cost, we performed a task to find the optimal 
latent space and mapping network size for the data used in the 
experiment. 

In summary, our contributions are as follows: 

 Solve the data imbalance problem by generating steel 
defect data through the proposed method. Based on the 
quantitative evaluation metric, visual results, and 
classification results, we confirm the excellent results 
of the generation model. 

 Set up the optimal potential space and mapping 
network to achieve the highest efficiency in the 
optimal time. 

The rest of this paper is organized as follows. In Section II, 
we introduce previous works on AVI. Also we take a look at 
the background of our study and review some previous work. 
In Section III, we describe the proposed methodology. In 
Section IV,  the performance of the steel surface defect dataset 
is evaluated using the proposed method. Finally, conclusions 
based on the experimental results and directions for future 
research in Section V. 

II. RELATED WORK 
In Section I, two problems needed to be solved by this 

study were shown. This section deals with the underlying class 
imbalance problem. Numerous solutions which have been 
proposed to solve class imbalance problems in AVI can be 
divided into two methods, a method of correcting the model 
itself and a method of directly processing the data [13]. In the 
former, similar to active learning or kernel-based methods, 
data instances of different classes are treated differently. As of 
the latter, the direct processing of data utilizes methods such 
as sampling or data generation to directly control the number 
of instances.  

Sampling is a method to correct the bias between classes 
in data with an overwhelmingly small proportion of abnormal 
data compared to normal data. Representative methods to deal 
with class imbalance are oversampling and undersampling. 
Oversampling is a method of creating new data of the minority 
class in order to even the class ratio, and undersampling is a 
method of removing existent data of the majority class to 
match the ratio. As undersampling reduces the number of 
sample data from the majority class, it has the advantage of 
reducing model training time. However, it also has the chance 
to distort data features by removing crucial information. As 
for oversampling, the risk of data distortion is relatively small 
due that it creates new data while preserving the original data 
information. The oversampling methods mainly used for AVI 
include random oversampling, synthetic minority 
oversampling technique (SMOTE) [14], and adaptive 
synthetic sampling approach (ADASYN) [15]. Random 
oversampling increases the number of minority class data by 
randomly selecting and replicating a sample from the minority 
class. SMOTE synthesizes data by selecting random data 
belonging to a minority class and randomly selecting among 
the closest top k number of data. ADASYN is a method of 
adaptively synthesizing k number of data from marginal 
minority data according to the number of majority classes after 
calculating the ratio of data of a majority class. This 
oversampling method for image data has the problem of 
generating an image with a low resolution. 

To simplify this problem, we used the technique of 
handling the raw image itself. This method is called data 
augmentation and is commonly being used as model 
regularization technique in recent studies [16]. Some common 
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augmentation methods include flipping the image vertically or 
horizontally, shifting the image vertically or horizontally, and 
slightly rotating or zooming the image. This method helps the 
training model to be robust to small changes in the image. 
However, simple geometric transformations do not 
significantly change the characteristics of the image, making 
it impossible to identify more features in the image.  

Among data generation methods, GAN is an algorithm 
that is of great interest [17]. GAN generates data based on 
distribution and mainly exhibits excellent performance in 
image generation. Some prior researched GAN are as follows: 
There was a ball-bearing failure detection method through 
Deep Convolutional GAN (DCGAN) [18]. In addition, a 
wafer defect image was adaptively generated using 
Conditional GAN (CGAN) [19]. Progressive Growing of 
GAN (PGGAN) increased the model training speed by 
gradually increasing the generator and discriminator and 
produced a good quality image [20]. In addition, to address the 
shortcomings such as vanishing gradient or mode collapse of 
GAN, Wasserstein GAN (WGAN) has been proposed [21]. 
This study compares and applies existing GAN-based 
generation models whose data generation performance has 
already been verified and finds an optimal generation model 
suitable for field data application. The focus of the proposed 
method generates effective learning data for detecting detailed 
defects. 

III. LATENT MAPPING ADVERSARIAL NETWORKS 
This section describes the framework of the latent 

mapping adversarial networks, an approach to solving the 
imbalance problem for defect images. Fig. 3 is a schematic 
diagram of the overall structure of the proposed method. GAN 
is a neural network in which the generator and the 
discriminator learn adversarial to each other. The generator is 
trained to generate an image that is similar to the real image, 
while the discriminator is trained to discriminate between the 
real image and the generated image. The components of the 
proposed method are as follows: (1) Generator: Improved the 
quality of data generation by adopting mapping network 
structure for latent space. (2) Discriminator and Loss Function: 
By using Wasserstein distance with gradient penalty applied, 
addressed the imbalanced loss function problem occurring 
when the discriminator is backpropagated. Mapping network 
for latent space is discussed in Section III. A. Similarly, the 
imbalanced loss function is discussed in Section III. B. 

A. Mapping Network for Latent Space 

Defects occurring on the steel surface have a significant 
influence on the quality of the final steel product. Thus, it is 

crucial to correctly detect defects to ensure the quality of the 
final product and prevent the delivery of defective products to 
customers. However, as a result of imbalance in the steel 
surface defect data, the increase in misclassification of such 
data leads to deterioration of the classification performance. 
Therefore, there exists a need for an oversampling method that 
generates defect data. 

In this study, the mapping network structure for the latent 
space was used to improve the quality of the generated data. 
The latent space of a well-trained GAN model has linear 
subspaces which permit direct variation adjustment[10]. 
However, direct control of latent space � is impossible since � 
of a vanilla GAN tends to form the training data into a single 
Gaussian distribution. The mapping network overcomes this 
problem by impeding the latent space �  from entering the 
generator as an input value. Instead, we input �  passed 
through the mapping network as input value to the generator. 
While latent space �  cannot accurately match the feature 
distribution of the training data, � can because it undergoes a 
nonlinear transformation through the mapping network. 
Therefore, the disentanglement characteristic of �, suited for 
the train data, leads to improved data generation. In summary, 
in the structure of the vanilla GAN model generator, the latent 
space is passed through the mapping network composed of 
fully connected layers. 

This approach may seem very simplistic. To learn the 
distribution of data, we used GAN. When we generate a noise 
vector and put it as an input to the GAN, we can generate 
random images similar to our training data but not present in 
the training data. However, it is not easy to create a random 
image with the desired characteristics. The reason we get this 
result is that � is all related to any other feature. One of the 
reasons why an axis is entangled usually happens when the 
degree of � is not sufficient. The mapping network makes the 
axes disentangle by making the � degree sufficient. Therefore, 
it achieves a performance improvement in terms of generative 
for the training data. 

B. Imbalanced Loss Function 

Existing oversampling methods do not use data 
distribution. Additionally, the GAN problems, vanishing 
gradient and mode collapse, have a detrimental effect on the 
quality of the generated data [21]. Vanishing gradient refers to 
a problem that occurs when the discriminator learns to 
perfection, as in (1). If the discriminator � is perfect, the loss 
function of GAN will approach zero and the gradient will not 
be obtained in the learning process. 

 ���� = �∀� ∈ �� , ���� = �∀� ∈ �� 

 
 Fig. 3. Our latent mapping adversarial networks framework in manufacturing defect synthesis. 
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In Equation (1), �� is denotes the distribution of the real data, 
and �� denotes the distribution of the generated data. 

Mode collapse, another characteristic problem of GAN, is 
when the generator always outputs the same result during the 
learning process due to GAN using JS divergence as a distance 
metric. In this study, 1-Wasserstein is used as the distance 
metric instead of the JS divergence to deviate from the 
problems of gradient loss and mode collapse. However, the 1-
Wasserstein distance has a problem where the weight is 
clipped. Also, gradient penalty (GP) technique is used to solve 
the weight clipping problem of 1-Wasserstein [11]. Therefore, 
the imbalance loss function, WGAN-GP, is expressed as (2), 
and it is learned in the direction of minimizing this constraint. 

 

� = ��~��
������ − ��~��

������ + ����~ℙ� 
��‖∇�������‖# − 1�#�

(2)  
�ℎ&'&    �� = )� + �1 − )��   �*)ℎ  0 ≤ ) ≤ 1 

 

In Equation (2), �  denotes actual data and �  denotes data 
generated in the latent space. The remainder of (2) denotes 
the part for the gradient ∇  of the discriminator �  with �� 
uniformly sampled between � and � at the ratio of ). When 
the L2 Regularization (L2 Norm) of this gradient has a value 
other than 1, it is optimized by giving a penalty as much as �. 
Consequently, by manipulating the loss function to have a 
meaningful value when the two distributions do not overlap 
in a low-dimensional manifold can solve the loss of slope and 
mode collapse problems. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
All experiments are performed using the Pytorch software 

package and Scikits Learn(Sklearn), Panda library, together 
with Python3 language, running on a Desktop with Intel(R) 
Core(TM) i7-9700K CPU 3.60GHz, 32GB RAM with 
NVIDIA GeForce RTX 3080 10GB. For comparative 
purposes, we also implement some of the other leading GANs 
using Pytorch. 

A. Datasets 

The data used for performance verification in this study is 
acquired from Severstal: steel manufacturing process. This 
data is collected by a high-frequency camera capturing images 
of flat sheet steel during the production process. This dataset 
is usually subjected to defect location and type prediction 
found in steel manufacturing. The dataset contains a single 
class of defect type data, multiple class of defect type data, and 
non-defect type data. Fig. 4 shows an example of the data used 
in the experiment. Steel defect data is a schematic diagram of 
each class of defect data consisting of tiny defects to large 
defects. In this study, image data of 256×1600 was cropped 
into a square image of size 256×256, tailored to be utilized as 
an input value. 

B. Experimental Design 

The preprocessed dataset was partitioned at a ratio of 
�.)./�012: �.)./45/ = 7: 3. The experiment consists of two 
main steps. The role of the first stage experiment is to verify 
the generator model of the proposed method. The superior 
performance of the proposed method is demonstrated in 
comparison with other GAN-based generator models. Each 
GAN layer was uniformly composed of 5 layers, and 100 
dimensions were used for the latent space. For an optimization 
function, RMSProp, which is frequently used in the GAN 
model, was used. 

The second stage experiment finds the optimal latent space 
size and mapping network. By structuring part of the proposed 
method with mapping network, the proposed method was able 
to acquire disentanglement features. Through the proposed 
model, the optimal size of the initial latent space and the 
mapping network were experimentally discovered. All 
experiments were evaluated by the quantitative evaluation 
metric FID. During data division, the seed was changed and 
the average value of the ten performed results was used as the 
final metric. 

C. Performance Measurement Metric 

Manufacturing data is primarily comprised of normal data. 
However, in many cases, abnormal data is more critical in 
defect control than normal data. This imbalance becomes a 
problem as it leads to an increase in the misclassification error 
rate of abnormal data, consequently degrading overall 
classification performance. In this study, the oversampling 
method, a method of randomly generating abnormal data 
using the GAN model, is used to solve the imbalance of 
abnormal data. 

Early GAN was accompanied by problems such as 
instability of learning and mode collapse, exhibiting 
difficulties in performance evaluation [17]. To address such 
problems, the development of various GAN models on top of 
inception scores (IS) and FID using the inception model, have 
made evaluating the performance of GAN possible [12]. The 
inception model, widely used for transfer learning and fine-
tuning, is a CNN model that pre-trained ImageNet data. 
ImageNet consists of 1,000 class and 1.2 million images. 
When an image is inputted into the model, the inception 
model outputs probability vectors belonging to each 1,000 
class. Using the generated image as an input value to the 
inception model, it can calculate the IS as shown in (3). 

 89:&�)*;9 <:;'& = exp ���~@A
B����C|��||��C���

In Equation (3), ��C|��  is the conditional class 
distribution and ��C�is the marginal class distribution. The 
inception score can have a value between 1 or more and 1,000 
or less but is usually around 2. However, the inception score 
encompasses the disadvantage of not using the real data 
distribution. In this study, the shortcomings of the IS are 
overcome by FID which is a measure of the difference 
between the two normal distributions, as shown below. 

 E8� = ‖F − FG‖#
# + H'�I + IG − 2�IIG�K/#� 

Smaller FID means better quality, and �F, I�  and 
�FG, IG� denotes the mean and covariance of the distribution 
between the generated image and the real image. As it is 

 
Fig. 4. Example of the cropping steel defect images (256×1600 to 256×256). 
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widely accepted that FID captures the quality of generated 
data better than IS, this study adopts FID as a measure to 
assess the quality of the generated image. 

D. Experimental Results 

1) Performance Compared to Generative Model: The 
proposed method differentiates by using mapping network 
structure and imbalanced loss function (WGAN-GP) to 
improve the quality of the data. The latent space used in 
previous GAN models displayed difficulties in avoiding 
entanglement due to its tendency to follow the probability 
density of the training data. However, we use a mapping 
network to solve this problem and exhibit the 
disentanglement of latent space. Thus, making direct 
adjustments to changes possible.  

Table I shows the results of comparing the proposed 
method with vanilla GAN, DCGAN, and DCGAN+WGAN-
GP. Baseline is vanilla GAN, and DCGAN which deep 
convolutional structure is added to the baseline. 
DCGAN+WGAN-GP is the loss function of DCGAN 
changed to WGAN-GP. The proposed method adds mapping 
network composed of 8 fully connected layers to the previous 
methods. The reason for constructing the control group as 
follows is to check the effect of each method briefly. This 
also shows the gradual evolution of the GAN-base model. 

TABLE I.  COMPARISON AVERAGE FID OF GENERATIVE MODELS 

Method FID 
Baseline (GAN) 105.17 

DCGAN 31.47 
DCGAN+WGAN-GP 26.64 

Proposed Method 15.81 
 
By Table I, it was confirmed that the proposed method 

showed excellent performance in terms of average FID. As 
each method was sequentially added, it was possible to 
confirm that the FID improved sequentially as well. Fig. 5 is 
a visual result of the comparison of the real image with the 
generation results of each method.  

As a result of comparing the creation results of each 
method as a 5x5 matrix, it is difficult to recognize a large 
difference when visually confirmed. As shown in Table 2, we 
applied the generated data to the classification task. To do this 
task, we used a simple fully convolutional network (FCN) 
[22]. We train FCN algorithm on the generated samples and 
test the accuracy on the real image.  By the classification 
accuracy, the proposed method generates similarly to the real 
image in terms of creation. 

TABLE II.  CLASSIFICATION ACCURACY USING FCN FOR THE RESULTS OF 
GENERATIVE MODELS. 

Method Classification 
accuracy 

Baseline (GAN) 74 
DCGAN 83 

DCGAN+WGAN-GP 89 
Proposed Method 92 

 
 

2) Optimal Latent Space and Mapping Network Size: The 
proposed method improved the quality of image generation 
by adopting the mapping network structure. By doing so, 
optimization of latent space, where random vectors that 

generate images similar to that of real images, was possible. 
Generally, a sufficiently large latent space can adequately 
express the characteristics of the real data, leading to the use 
of 100-dimensional size for general latent space. However, 
adopting image generation for the steel manufacturing 
process requires accurate and expeditious processing. Thus, 
there is a need for image generation that performs well even 
with a simple structure. As the size of a latent space directly 
affects the number of parameters, the convergence speed, and 
computation time, finding the optimal size of the latent space 
is a necessary task.  

In this experiment, we strive to find the optimal latent 
space size as well as the mapping network. Table 2 shows the 
results of the experiment where adjustments of mapping 
network to 0, 2, 4, and 8, with corresponding adjustments to 
the dimension size of the latent space to 1, 2, 3, 10, 50, and 
100 were made. 

In Table 3, ‘traditional’ exhibits the result of using latent 
space of the general GAN without mapping network, and 
‘style-based’ indicates the number of mapping networks used. 
The evaluation is done through the FID, where it is known 
that the lower the FID, the more similar generated data is to 
the real data. Up to the 10th dimension, the performance 
shows a tendency to improve, while thereafter, performance 
varies with only the slightest difference. Therefore, it can be 
confirmed that there is not a significant performance 
difference between conventionally used 100 dimensions and 
dimensions after the 10 dimensions. Also, the mapping 
network shows the best performance when it is composed of 
8 fully connected layers. Latent space and mapping network 
size are closely related to computation time. Thus, to 
accommodate for the need for accurate and expeditious 
processing characteristics of the steel manufacturing process, 
the proposed method has consisted of 50 latent spaces and 8 
mapping networks. As a result, it was confirmed that the 
proposed method generates high-quality images. 

V. CONCLUSION 
This study proposed a method to tackle the imbalance that 

exists in defect detection in the steel manufacturing process. 
It improved the quality of the generated image by adopting 
mapping network. At the same time experimented to find the 
optimal latent space size and mapping network to achieve 
accurate and expeditious processing in the process. The 
quality of the generated images was evaluated using 
quantitative metric FID and visual results, and classification 
performance.  

    The method proposed in this study is applicable to AVI 
problems in the various manufacturing process, especially 

 
Fig. 5. Visual comparison of the results of each method. 
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processes with innate imbalance problems and the 
practicality of the proposed method also makes it highly 
applicable to various fields other than AVI. For future 
research, by de-riving image quality evaluation indicators 
suitable for manufacturing data we will seek to improve the 
overall quality of the proposed method. 

ACKNOWLEDGMENT 
This work was supported by the National Research 

Foundation of Korea (NRF) grant funded by the Korea 
government (MSIT) (NRF-2019R1A2C2005949, NRF-
2021R1A6A3A13045200). Also, this work was supported by 
Samsung Electronics Co., Ltd (IO201210-07929-01). 

REFERENCES 
[1] B. Chen, J. Wan, L. Shu, P. Li, M. Mukherjee, and B. Yin, "Smart fac

tory of industry 4.0: Key technologies, application case, and challenge
s," IEEE Access, 6, 6505-6519, 2017. 

[2] F. Akhyar, C. Y. Lin, K. Muchtar, T. Y. Wu, and H. F. Ng, "High effi
cient single-stage steel surface defect detection," IEEE International C
onference on Advanced Video and Signal Based Surveillance (AVSS), 
pp. 1-4, 2019. 

[3] N. Neogi, D. K. Mohanta, and P. K. Dutta, "Review of vision-based st
eel surface inspection systems," EURASIP Journal on Image and Vide
o Processing, pp. 1-19, 2014. 

[4] J. Wang, Z. Yang, J. Zhang, Q. Zhang, and W. T. K. Chien, "AdaBalG
AN: An improved generative adversarial network with imbalanced lea
rning for wafer defective pattern recognition," IEEE Transactions on 
Semiconductor Manufacturing, 32(3), 310-319, 2019. 

[5] Q. Luo, X. Fang, L. Liu, C. Yang, and Y. Sun, "Automated visual def
ect detection for flat steel surface: A survey," IEEE Transactions on I
nstrumentation and Measurement, 69(3), 626-644, 2020. 

[6] S. Cheon, H. Lee, C. O. Kim, and S. H. Lee, "Convolutional neural ne
twork for wafer surface defect classification and the detection of unkn
own defect class," IEEE Transactions on Semiconductor Manufacturi
ng, 32(2), 163-170, 2019. 

[7] Z. J. Xu, Z. Zheng, and X. Q. Gao, "Operation optimization of the stee
l manufacturing process: A brief review," International Journal of Mi
nerals, Metallurgy and Materials, 2021. 

[8] E. Zhang, B. Li, P. Li, and Y. Chen, "A deep learning based printing d
efect classification method with imbalanced samples," Symmetry, 11(1
2), 1440, 2019. 

[9] D. Kang, Y. J. Jang, and S. Won, "Development of an inspection syste
m for planar steel surface using multispectral photometric stereo," Opt
ical Engineering, 52(3), 039701, 2013. 

[10] T. Karras, S. Laine, and  T. Aila, "A style-based generator architecture
 for generative adversarial networks," In Proceedings of the IEEE/CV
F Conference on Computer Vision and Pattern Recognition, pp. 4401-
4410, 2019. 

[11] I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin, and A. Courville, 
"Improved training of wasserstein gans," arXiv preprint arXiv:1704.0
0028, 2017. 

[12] A. Brock, J. Donahue, and K. Simonyan, "Large scale GAN training f
or high fidelity natural image synthesis," arXiv preprint arXiv:1809.1
1096, 2018. 

[13] N. Kondo, M. Harada, and Y. Takagi, "Efficient training for automatic
 defect classification by image augmentation," IEEE Winter Conferen
ce on Applications of Computer Vision (WACV), pp. 226-233, 2018. 

[14] N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer, "SM
OTE: synthetic minority over-sampling technique," Journal of artifici
al intelligence research, 16, 321-357, 2002. 

[15] H. He, Y. Bai, E. A. Garcia, and S. Li, "ADASYN: Adaptive synthetic
 sampling approach for imbalanced learning," IEEE international join
t conference on neural networks, pp. 1322-1328, 2008. 

[16] E. D. Cubuk, B. Zoph, D. Mane, V. Vasudevan, and Q. V. Le, "Autoa
ugment: Learning augmentation strategies from data," In Proceedings 
of the IEEE/CVF Conference on Computer Vision and Pattern Recogn
ition, pp. 113-123, 2019. 

[17] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, 
S. Ozair, A. Courville, and Y. Bengio, "Generative adversarial nets," 
Advances in neural information processing systems, 27, pp. 2672-268
0, 2014. 

[18] J. Viola, Y. Chen, and J. Wang, "FaultFace: Deep convolutional gener
ative adversarial network (DCGAN) based ball-bearing failure detecti
on method," Information Sciences, 542, pp. 195-211, 2021. 

[19] M. Mirza, and S. Osindero, "Conditional generative adversarial nets,
" arXiv preprint arXiv:1411.1784, 2014. 

[20] T. Karras, T. Aila, S. Laine, and J. Lehtinen, "Progressive growing of 
gans for improved quality, stability, and variation," arXiv preprint arX
iv:1710.10196, 2017. 

[21] M. Arjovsky, S. Chintala, and L. Bottou, "Wasserstein generative adv
ersarial networks," In International conference on machine learning, p
p. 214-223, 2017. 

[22] K. E. Smith, and A. O. Smith, "Conditional GAN for timeseries gener
ation," arXiv preprint arXiv:2006.16477, 2020. 

 

TABLE III.  COMPARISON AVERAGE FID OF OPTIMAL LATENT SPACE AND MAPPING NETWORK SIZE 

Mapping network Latent space FID Mapping network Latent space FID 

Traditional 

1 198.85 

Style-based 4 

1 139.14 
2 165.11 2 49.52 
3 69.18 3 29.48 

10 43.57 10 7.97 
50 29.21 50 7.22 
100 17.42 100 7.21 

Style-based 2 

1 161.59 

Style-based 8 

1 136.32 
2 62.87 2 49.19 
3 32.24 3 25.35 

10 11.87 10 7.46 
50 9.65 50 6.94 
100 7.86 100 7.16 
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Abstract—Low-resolution analog-to-digital converters (ADCs)
in massive multiple-input multiple-output (m-MIMO) systems
offer significant throughput increase for wireless communication.
The low-resolution ADC part limits the performance of the
transceiver, especially estimating the channels from highly quan-
tized measurements. Mapping from quantized received signals to
channel is very challenging. Since the channel response has the
characteristic of sparsity, we have leveraged a fast and flexible
denoising convolutional neural network (FFDNet) based channel
estimation scheme for the m-MIMO system with one-bit ADCs
treating the channel matrix as a 2D natural image in this letter.
FFDNet can effectively learn from sufficiently large training
datasets and is exploited to estimate the channel in the m-MIMO
system equipped with one-bit ADCs. We have investigated the
exhibited performance of the FFDNet based channel estimation
through simulation results. A significantly reduced normalized
mean square error has been achieved in our proposed scheme.

Index Terms—Massive MIMO, channel estimation, one-bit
ADC, FFDNet, deep learning.

I. INTRODUCTION

Massive multiple-input multiple-output (m-MIMO) enables

the deployment of the base station (BS) equipped with a large

number of antenna arrays to ensure the reusing of spectrum

resources among multiple users as well as to significantly

improve the data transmission rate [1]. However, such benefits

turn impractical due to the usage of high-resolution (e.g.,

8-12 bits) analog-to-digital converters (ADCs). Having high

resolution ADCs in the system leads to high hardware costs

and power consumption. Therefore, low resolution ADCs (e.g.,

one-bit) at the receivers have been considered as a promising

solution because of its capability of drastically reducing the

power consumption and cost of the m-MIMO systems [2].

The vast potential of one-bit ADCs in m-MIMO systems has

attracted significant global attention in the last few years and

continues to do so [3].

However, it is extremely challenging to design efficient

channel estimation techniques and obtain accurate channel

estimation due to the highly quantized measurements accom-

panied by one-bit ADCs. Accurate prior channel state informa-

tion (CSI) along with statistical properties of the channel is

required for the conventional channel estimation techniques

[4]. But, it turns out arduous to manage those prior CSI

and statistical properties when the number of transmitters and

receivers is very large especially in the case of m-MIMO

systems [5]. Though compressed sensing based techniques

are very effective in this case, but utilization of non-linear

optimization algorithms increases the complexity while having

inadequate performances [6]. Therefore, the feasibility of

using these techniques for the one-bit ADCs in m-MIMO

systems is decreasing on a large scale.

Recently, the adoption of deep learning (DL) algorithms

has been demonstrated to be effective for designing channel

estimator and have achieved substantial success. Yang et.

al. [7] studied multilayers perceptron’s (MLPs) to learn the

uplink to downlink channel mapping in m-MIMO systems.

But, MLPs show very poor performances in case of a small

amount of data or highly complicated data. A comparison

among the estimation performance of DL approaches to gen-

eralized approximate message passing (GAMP) in m-MIMO

with non-ideal one-bit ADCs depicted in [8]. The simulation

results substantiate the robustness of DL approaches to ADC

impairments than GAMP approaches. In [9], a DL based

channel estimation framework for one-bit m-MIMO has been

demonstrated. The authors observed that fewer pilots are

required for the same channel estimation performance when

more antennas are employed. Balevi and Andrews et. al.

[10] have proposed a two-stage estimation scheme for one-bit

massive MIMO by exploiting deep neural networks as well as

convolutional neural network. They have obtained 5-10dB gain

in channel estimation. To process the average of multiple pilot

signal segments, the authors have proposed a segment-average

based one-bit massive MIMO channel estimation scheme that

utilizes a deep neural network (DNN) in [11]. Their proposed

scheme outperforms conventional linear channel estimators.

DNN as an autoencoder has been utilized to optimize the

training signal for few-bit massive MIMO in [12]. Compared

with Bussgang-based linear minimum mean squared error

channel estimator, their scheme has shown more efficacy.

The exploitation of generative adversarial network (GAN) to

estimate channels from compressed pilot measurements for

one-bit massive MIMO has achieved superior performance

over sparse signal recovery methods [13].

However, investigations are being conducted on using deep

023978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



convolutional neural network (CNN) for channel estimation

currently considering the sparsity features of the channel

matrix of m-MIMO systems [14]-[18]. Besides, the changes

between adjacent elements in the channel are very subtle.

Hence, the channel matrix can be treated as two-dimensional

(2D) noise-free natural image [19]. Based on the above-

mentioned analyses, it is feasible to utilize the CNN based

image denoising network to design an efficient channel esti-

mator for the m-MIMO systems equipped with one-bit ADCs.

However, the state-of-the-art CNN based image denoising

methods are tailored to specific noise levels, and they work

well when the noise is in the trained image. This limits the

flexibility and efficiency of the conventional CNN based image

denoiser in the practical channel estimation [20].

To overcome the aforementioned drawbacks, we have pro-

posed a fast and flexible denoising convolutional neural net-

work (FFDNet) for the channel estimation in one-bit ADCs

equipped multiuser m-MIMO systems. Both denoising perfor-

mance and computation efficiency have increased the superior-

ity of FFDNet over other state-of-the-art CNN based denoiser.

Moreover, FFDNet is very efficient in denoising effectively

and flexibly 2D images that are corrupted by additive white

Gaussian noise (AWGN). Therefore, it has been considered as

promising to apply for realizing the channel estimation into

the one-bit ADCs equipped multiuser m-MIMO systems. To

this end, we have investigated the performance of exploiting

FFDNet for channel estimation demonstrating the simulation

results.

II. SYSTEM MODEL

Consider a single cell one-bit ADCs equipped multiuser m-

MIMO system as depicted in Fig. 1, where we have the BS

which is equipped with Nr (Nr ≫ 1) antennas and Nt (Nt ≫
1) single antenna equipped users. Each antenna includes two

one-bit ADCs for the real and imaginary parts, respectively.

The channel is assumed to be Rayleigh block-fading channel

which stays constant for T channel uses. If Nt users transmit

pilot sequence with length of τ to the BS simultaneously, the

received pilot signal Y ǫ C
Nr×τ is given by

Y =
√
ρ HS+N (1)

where ρ is the signal to noise ratio (SNR) during pi-

lot transmission, the channel matrix H of Nt users is

[h1,h2,h3, ......,hNt
] with the dimension of H ǫ C

Nr×Nt ,

and S is mutually orthogonal pilot sequence from Nt users

with the dimension of S ǫ C
Nt×τ . The entries of H are

independent and CN (0,1) distributed. Furthermore, N is

also independent and CN
(
0, σ2

)
distributed, stands for

AWGN. The real and the imaginary components of the re-

ceived signal at each antenna are quantized separately using

a one-bit ADC and are represented by the values from the

set {1 + j, 1− j,−1 + j,−1− j}. Now, the objective of this

letter is to recovery the channel matrix Ĥ using the trained

FFDNet. A noisy channel image corrupted by AWGN with

noise level σ is fed into the trained FFDNet as input. The

trained FFDNet gives output a noise free channel image.

Fig. 1. Diagram of multiuser m-MIMO system with one-bit ADCs.

III. FFDNET MODEL

A. Network Architecture

As shown in Fig. 2, the first layer of FFDNet is a reversible

downsampling process which takes input noisy channel image

y of size Nr × Nt. This layer reshapes the noisy chan-

nel image y into four downsampled sub-images with size
Nr

2
× Nt

2
× 4. The downsampling process can significantly

improve the training speed without reducing the modeling

ability. After the operation of downsampling, a tunable noise

level map with the noise level σ along with the downsampled

sub-images to establish ỹ with a size Nr

2
× Nt

2
× (4 + 1) as

the input of the CNN model. The CNN model comprises

three types of layers, such as “Conv+ReLU” with a size

(3× 3× 64), “Conv+BN+ReLU” with a size (3× 3× 64),
and ”Conv” with a size (3× 3× 64). The first layer of the

CNN model is ”Conv+ReLU” where rectified linear units

(ReLU) adds non-linearity to the convoluted output. Middle

layers of the CNN model consist of ”Conv+BN+ReLU” where

BN is added to normalize the layers. ”Conv” is used as last

layer to regenerate the denoised subimages which leads to

reconstruction of denoised channel image x̃ in turn. Moreover,

after each convolution, zero-padding is employed to guarantee

that the size of the feature maps is not changed.

B. Objective Function

The objective of the FFDNet is to generate denoised image

x̃, which is implicitly defined by [20]

x̃ = F (y,M, λ; θ)

where the noise level map is denoted as M, θ is the trainable

parameter of CNN model, and λ is used to control the balance

between the data fidelity term and the regularization term. But

in FFDNet, all the elements of M is tunable. As a result, the

parameter λ can be neglected. Then, the objective function can

be rewritten as

x̃ = F (y,M; θ)

In order to train the FFDNet, we have acquired noise free 2D

channel matrix implementing the multiuser m-MIMO system

with one-bit ADCs where the length of pilot sequence τ

was chosen 8. Then AWGN noise was added to the noise

free channel image. In order to keep the balance between

complexity and performance, the depth of the network is set
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Fig. 2. FFDNet architecture.

as 15. Finally, to optimize the FFDNet during the network

training, the loss function is expressed as

L (θ) =
1

2N

N∑

1

‖F (y,M; θ)− x‖2

IV. SIMULATION RESULTS

To evaluate the performance of our proposed scheme, we

have simulated a multiuser m-MIMO systems with one-bit

ADCs in “Matlab 2020b” and generated channel matrices

varying the number of antennas Nr at BS, such as 128,

192, 256 as well as for different SNR values ranging from

-10dB to 10dB. The number of user Nt was kept fixed to 64.

Meanwhile,we have added noise level from 2 to 10 to evaluate

peak signal to noise ratio (PSNR) performance on channel

estimation achieved with FFDNet. Besides, to calculate the

the difference between the estimated channel matrix Ĥ and

the real channel matrix H, we have utilized normalized mean

square (NMSE). NMSE is defined as follows

NMSE = 10 log
10




E




∥∥∥Ĥ − H

∥∥∥
2

‖H‖2








After having the datasets, we have divided the datasets into

training, testing and validation sets by the ratios of 70%, 20%,

and 10%, respectively. All the training and testing programs

have been performed in anaconda python 3.7 on a system

equipped with 3.80 GHz CPU, 256 GB RAM, and a single

NVIDIA Quadro RTX 6000 GPU. To optimize the model,

we have used ”Adam” optimizer. After training the FFDNet,

the network is tested to evaluate noise level sensitivity under

different number of antennas at BS. Fig. 3 elucidates the PSNR

performance under different noise levels. For a specific noise

level map, PSNR value started to decrease rapidly when the

number of receiver increases. At noise level 10, the network

has achieved 42.08 dB PSNR for 256 number of Nr. The

observed PSNR value is lower when the Nr is 128 at noise

level 10. This is because when the size of transceiver array

increases, the channel matrix acquires more obvious sparsity.

In Fig. 4, we have depicted the achieved NMSE varying

noise levels. For all combination of the transceiver arrays, the

NMSE have started increasing with the increasing of noise

levels. Since PSNR performance is better for higher number of

Fig. 3. The PSNR performance of channel estimation.

Fig. 4. Performance of NMSE with different number of antennas Nr at BS.
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the receiver array, large transceiver array tends to achieve low

NMSE in the channel estimation task. The maximum NMSE is

4.41 dB for the Nr of 128 at noise level 25 and the minimum

NMSE is 1.65dB for the Nr of 256 at the input noise level 5.

V. CONCLUSION

In this paper, we have proposed FFDNet for channel es-

timation in the one-bit ADCs equipped multiuser m-MIMO

system. The channel matrix is treated as 2D noise free image

considering the sparsity. The trained FFDNet takes the AWGN

corrupted noisy image and removes noise to realize the chan-

nel. The detail of network architecture and training method for

the FFDNet have been demonstrated. The simulation results

have also been presented to evaluate the performance. The

overall results validate the superiority of FFDNet in channel

estimation as well as can be exploited to enhance the existing

channel estimation performance significantly of multiuser m-

MIMO system with one bit ADCs.
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iVoiding: A Thermal-Image based Artificial 
Intelligence Dynamic Voiding Detection System 

Abstract— This paper proposes a thermal-image based 

artificial intelligence dynamic voiding detection system, 

designated as iVoiding. iVoiding is composed of a thermal 

camera, AI recognition platform, and management platform. 

Furthermore, iVoiding uses deep learning technology to 

recognize human urination position and dynamically measure 

the spraying distances and angles of urine flows in the thermal 

images. The experimental results show that iVoiding provides 

an objective urine flow measurement that can really be achieved 

for the purpose of assessing the severity of lower urinary tract 

symptoms. 

Keywords—Voiding, Thermal, Lower urinary tract symptoms, 

Deep Learning 

I. INTRODUCTION 
Lower urinary tract symptoms (LUTS), the 

combinations of serial bothersome symptoms during voiding, 
is extremely prevalent in men, with rate as high as 62% at any 
age [1]. This prevalence increases consistently with age, 
reaching 80.7% in men over 60 years old [2]. In clinical, the 
severity of LUTS was evaluated by international prostate 
symptom score (IPSS). There are 7 items in the IPSS 
questionnaires, including incomplete empty, urinary 
frequency, intermittency, urgency, weak stream, abdominal 
straining and nocturia [3], which serves as the first-line tool 
to allow urologists to better understand the condition of 
patients’ voiding. In the IPSS, we let patients determine how 
severity their urinary symptoms are in the past month. 
However, due to the fact that most patients suffered from 
LUTS are elder, recent studies have shown 30–70% of men 
could not complete the IPSS because they found the questions 
too difficult to understand [3]. There are 7 questions in IPSS 
with the challenges owing to problems with literacy, 
cognitive ability, visual acuity of the patients and increased 
time to perform this scoring. It’s also hard for elder patients 
to remember what the voiding pattern really is in the past 
month, which leads to a recall bias. Visual analogue 
uroflowmetry (VAUS) score (Fig. 1) was then developed 
with the advantage of its simple score and easy understanding 
[4]. Although compared to IPSS, VAUS is more convenient 
and takes less time to be performed, it is still a subjective 
questionnaire based on patients’ perception of bothersome 
symptoms and exist a recall bias, especially in older patients 
who have difficulties with memory. In addition, due to the 
original limitation of questionnaires, both IPSS and VAUS 
may not be 100% consistent with the patients voiding. 
Therefore, an objective tool to timely evaluate the LUTS is 
necessary.  

To address this issue, we consider the need to 
automatically observe urination status. This paper proposes a 
novel voiding detection system, designated as iVoiding, 
which adopts thermal imaging and deep learning 
technologies. The stream data of voiding can be dynamically 
measured, and the severity of urinary symptoms can further 
be objectively assessed according to the measured results.  

 
Fig. 1. Visual analogue uroflowmetry score(VAUS). A score with one being 
slowest stream and least volume, and five being fastest stream and large 
volume. 

 
Fig. 2. System architecture of the iVoiding. 
 

II. SYSTEM ARCHITECTURE 
Fig. 2 shows the proposed iVoiding system architecture, 

which is composed of a thermal camera, AI recognition 
platform, and management platform.  As shown, the iVoiding 
system captures thermal images in Test Area(A) by the 
thermal camera, and then coverts the human body shapes in 
the thermal images into 2D human limbs plane coordinates 
by using the proposed Thermal-Pose module in the AI 
recognition platform. The 2D human limbs plane coordinates 
are a set of 18-keypoint (denoted as Ji with 2D coordinates 
(Xi, Yi) ( � ∈ �0,1, … ,17	 )) and 17-edge human backbone 
coordinates data structure for each body shape. To alleviate 
shooting angle bias caused by various human height, this 
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paper considers the coordinates of keypoint J8 (regarded as 
the position of left hip) as the reference point of urination 
position for adjusting vertical height of the thermal camera. 
Accordingly, the proposed Urine Flow Measurement 
Algorithm (UFMA) in the AI recognition platform is used to 
identify the position of voiding and measure the spraying 
distances and angle of the voiding flow in each thermal image.  
 
A. Design of Thermal-Pose Module 

The goal of the proposed Thermal-Pose module is to 
detect 2D human pose of people in the captured thermal 
images. To implement this module, this paper constructs an 
original dataset consisting of 12K thermal imaging body pose 
instances (as in Fig. 3(a)). (Note that the reason for utilizing 
the thermal images as the training dataset is to achieve 
thermal imaging-based human pose detection without 
privacy concerns on the use of RGB images) Each thermal 
imaging body pose instance in the original dataset is labeled 
with a total of 18 keypoints (i.e., nose, eyes, ears, neck, 
shoulders, elbows, wrists, hips, knees, and ankles) according 
to the body annotations in the COCO keypoint dataset [5] (as 
in Fig. 3(b)). Furthermore, data augmentation is applied to 
increase the original dataset size by a factor of 4. This is done 
by randomly cropping, scaling, and rotating approaches (as 
in Fig. 3(c)). As a result, the augmented dataset consists of 
48K thermal imaging body pose instances annotated with 
216K keypoints. The Thermal-Pose module is then built by 
means of the deep learning-based human pose detection 
technology (i.e., OpenPose model [6]) trained on the 
augmented dataset. Consequently, the Thermal-Pose module 
can monitor the thermal imaging scene of the Test Area(A), 
in which each detected person will be localized as the 2D 
human limbs plane coordinates (i.e., 18-keypoint and 17-
edge human backbone coordinates data structure). 
 
B. Urine Flow Measurement Algorithm (UFMA) 

In the proposed UFMA scheme, the urination position is 
determined in accordance with the 2D human limbs plane 
coordinates in a thermal image. As shown in Fig. 4, the 
coordinates of the urination position S are calculated by 
combining the x-axis coordinate of the keypoint left wrist (i.e., 
J4) and the y-axis coordinate of the keypoint left hip (i.e., J8) 
into the 2D coordinates S(XS=X4, YS=Y8). Furthermore, 
consider a point R represents the destination where the urine 

  
Fig. 4. The parameters denoted in the UFMA scheme. 
 
flow sprays into the toilet. The coordinates of the point R 
(denoted as R(XR, YR)) can be estimated by observing the 
location to the left with a higher temperature in the thermal 
image. Moreover, a point M with the coordinates M(XM=X4, 
YM=YR) can be established by means of the coordinates of S 
and R. By adopting the location information of points S, R 
and M, the UFMA algorithm is capable of estimating the 
spraying distance D of the urine flow (i.e., the distance 
between R(XR, YR) and M(XM, YM)) in accordance with the 
distance formula, i.e., 
 


 � ������ � �|��� � ���|� � |� �� � ���|� (1) 
 
The distance between S(XS, YS) and R(XR, YR)), denoted as 
������, can be computed by means of the same distance formula, 
i.e.,  

������ � �|��� � ���|� � |� �� � ���|� (2) 
 
As a result, the UFMA algorithm can obtain the angle Θ of 
urine flow (i.e., the included angle ∠MSR) by means of the 
inverse sine function taking the ratio of D/������, i.e.,  
 

� � �� !" 

������ (3) 

 
C. Management Platform 

After obtaining the distance D and angle Θ in a thermal 
image by the UFMA approach at a time t, the AI recognition  

 
Fig. 3. Thermal-Pose module design. (a) the original dataset；(b) A total of 18 keypoints with 17 edges annotated in each thermal imaging body pose 

instance；(c)the approaches (i.e., scaling, cropping, rotating) applied for data augmentation. 
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Fig. 5. The deployment of the proposed iVoiding system in a toilet. 

 

 
Fig. 6. The thermal snapshots taken from 3 volunteers for the urination test. 
 
platform immediately transmits both D and Θ with the time t 
toward the management platform. The mangement platform 
records the received distance D, angle Θ, and time t in a 
database, and therefore is capable of providing timely and 
comprehensive information of urine flows (e.g., a result of 
spraying distance and angle changes in time). This 
information can be further analyzed to obtain a novel basis for 
assessing the severity of urinary symptoms. 

 

III. EXPERIMENTAL RESULTS 
As shown in Fig. 5, the proposed iVoiding system was 

deployed in a toilet for performance evaluation. To reflect the 
practical performance of iVoiding, 3 healthy young male 
volunteers (denoted as No. 1, No. 2, and No. 3) who have 
been asked to drink water until they felt the urge to urinate 
were arranged for the experiment. Fig. 6 shows the thermal 
images of the urination of each volunteer taken at 3rd, 12th, 
and 20th seconds. It can be seen that the changes of distance 
and angle of the voiding stream from each volunteer can be 
observed in the thermal snapshots. Figs. 7 and 8 illustrate the 
spraying angle and distance measurement performance of the 
UFMA approach under different amounts of urine. It is 
observed that irrespective of the amount of urine being 
voided, during normal urination, the urine streams remain at 
a certain spraying angle for a while and the stream spraying 
angles are getting smaller at the ending period of the urination. 
Furthermore, the normal urine flows continue to spray for a 
certain distance for a period of time, while the spraying 
distances are shortened at the ending phase of the voiding. 

 

 
Fig. 7. Spraying distance, Θ, relative to voiding time, t. 
 

 
Fig. 8. Spraying distance, D, relative to voiding time, t. 
 

IV. CONCLUSION AND FUTURE WORKS 
In this paper, a thermal-image based artificial intelligence 

dynamic voiding detection system has been proposed, called 
iVoiding, which can be applied to evaluate the severity of 
LUTS. The iVoiding can improve the current assessment 
tools (i.e., IPSS and VAUS questionnaires) by providing an 
objectively and timely way for observing the urination of 
patients. The proposed iVoiding system has been 
implemented to track urination pose by a Thermal-Pose 
module, which can detect and covert human body shapes into 
the 2D human limbs plane coordinates in the thermal images. 
By using the information of 2D human limbs plane 
coordinates, the iVoiding system can detect urination 
position and measure the spraying distance and angle of urine 
flows by a UFMA scheme. Since the iVoiding tracks 
urination status based on thermal-imaging technology, it can 
be deployed in a toilet for medical observation without 
privacy concerns. 

For future work, we will cooperate with the urology 
department at the tertiary referral hospital to apply iVoiding 
in healthy controls and patients to find out each cut-off value 
affecting the severity of LUTS.   
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Abstract—The intriguing nature of jigsaw puzzle has 

captured the attention of researchers for many years. In this 

paper, we propose a deep learning model to determine different 

states of jigsaw puzzle from an image. We represent the task as 

a classification problem where each state of the puzzle is 

considered as a class. For this purpose, we have proposed a 

method to generate a dataset that can efficiently represent the 

jigsaw puzzle states space. The proposed model has 93% 

accuracy on the test dataset. In addition, we have shown that 

when the tiles size changes the model is still able to recognize 

83% of the states. Though, genetic algorithms (GA) have been 

successful in solving larger puzzles, they require hand-crafted 

sophisticated compatibility scores. The computation and 

memory requirement to store the piecewise compatibility 

measure increases with the size of the puzzle. As an application, 

we have shown that the proposed method can be used as a fitness 

function of GA based jigsaw puzzle solver without using any 

compatibility measure. 

Keywords—jigsaw puzzle, deep learning, genetic algorithm 

I. INTRODUCTION 

A jigsaw puzzle consists of multiple non-overlapping 
blocks of an image and the goal is to reassemble all the blocks 
to reconstruct the original image. Computational jigsaw 
puzzle assembly has applications in the field of image editing, 
recovery of shredded documents or photographs, art-piece 
recovery from shards in archaeology etc. [1]. In the recent 
years, automatic jigsaw solvers have been vastly improved in 
terms of number of tiles the puzzle has, tiles size, solution 
accuracy and amount of manual labor. For the size of the 
puzzle: [2] proposed a probabilistic approach to solve a puzzle 
of 432 pieces, [3]’s solver could handle up to 3000 pieces, [4], 
[5] genetic algorithm based solver to solve larger puzzle of 
size 22,834 pieces. On the other hand, for the variant of the 
puzzle: [6] proposed a method to handle puzzle with unknown 
piece orientation and location, and [7] handled puzzles with 
missing pieces. [8] proposed a neural network to predict the 
adjacent pieces and applied shortest path optimization to 
assemble the puzzle. [9] proposed to use graph connection 
Laplacian to determine the edge relationships for solving 
jigsaw puzzles. [1] proposed a deep learning based 
compatibility measure between two pieces. The metric 
improves the existing jigsaw puzzle solver accuracy. A 
somewhat similar approach has been adopted in [10] for 
solving a real world problem i.e., Portuguese tile panels 
reconstruction. [11] proposed a GAN-based architecture to 
solve jigsaw puzzles with eroded boundaries. [12] proposed a 
GAN-based architecture that utilizes both edge and semantic 
information to solve jigsaw puzzles efficiently. 

In general an automatic jigsaw puzzle solver consists of 
two steps: a compatibility measure of adjacent tiles and a 

strategy to reassemble the compatible tiles. The compatibility 
measure has been widely studied, e.g., [2] compares five 
different compatibility measures, among which the 
dissimilarity function is the most reliable one. For reassembly 
strategy, greedy algorithms become problematic in case of 
local optima [1]. To overcome the problem, genetic algorithm 
(GA) based jigsaw puzzle solver has been proposed in [4]. The 
GAs have been able to solve larger and harder puzzles; 
however, they require hand-crafted sophisticated 
compatibility measures [1]. The compatibility measure for a 
puzzle of size  with unknown location requires 

 size matrix to store all of the pairwise compatibilities for 
all pieces. 4 is the possible position of a tile to be placed 
in relation to another tile e.g., top, right, bottom or left. 

In this paper, we propose a deep learning model to identify 
a jigsaw puzzle state from a given image. We have posed the 
problem as a classification problem where each state is a 
separate class. For this purpose, we propose a method to 
generate a dataset that can efficiently represent different states 
of the jigsaw puzzle. Each state is recognized by a score based 
on the number of tiles being swapped and their original 
locations. The trained model is able to recognize majority of 
the jigsaw puzzle states. The misclassified states are the ones 
where two or more than two tiles have the same texture and 
are visually imperceptible. Further, we evaluated the 
efficiency of the model to recognize states when the size of 
the tiles changes. As an application  of the proposed method, 
we have used the trained model as a fitness function of GA 
based jigsaw puzzle solver. We assumed a puzzle with 
unknown tiles position but known dimensions. 

II. PROPOSED METHOD 

A. Jigsaw Puzzle 

We define jigsaw puzzle state as two or more than two tiles 
have swapped their positions as opposed to their appearance 
in the original image. Numerically, the state can be 
represented as a sum of differences between each tile in the 
puzzle and their neighbors (i.e.,  for two tiles to be neighbors, 
their Euclidean distance should be 1). The state representation 
of a jigsaw puzzle with  tiles , where each tile is indexed 
by , , is given as 

S , , , , , , 																														 1  

where, , 1,0,									| | ∈ 1,
 

It is an adjacency function that measures if two tiles are 
adjacent in the original image based on their absolute 
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difference. The difference value should be equal to 1 or c for 
two tiles to be horizontally or vertically adjacent, respectively. 
The score S in (1) not only depends on the number of tiles 
being shuffled but also on their positions they have been 
swapped from. Let’s suppose, only two tiles have swapped 
their positions. Then, the score obtained is as: for a corner 
piece being swapped with another corner piece or with its 
neighbor, then S 4. However, if a corner piece is swapped 
with a piece that is in the same row or column then S 5. 
Similarly, S 6  for a corner piece being swapped with a 
piece that is neither in the same row nor in the same column 
and so on. The score can have a minimum value of 4 and 
maximum value of 	 . 

B. Automatic Jigsaw Puzzle Solver 

An automatic jigsaw puzzle solver consists of two parts: a 
measure of piecewise compatibility of adjacent blocks and a 
strategy to reassemble the blocks in correct order as they 
would have appeared in the original image. For reassembly 
strategy, greedy algorithms becomes problematic in case of 
local optima. To overcome the problem, [4] has proposed 
genetic algorithm (GA) based jigsaw puzzle solver. The 
pseudocode for GA is given in Algorithm 1.  

The first step of the algorithm is to generate an initial 
population  with  random candidates solutions called 
chromosomes. In line 2, the criteria is the number of 
generations or how many times the algorithm will repeat the 
subsequent steps. Next, the entire population is evaluated 
based on the fitness function, which decides the selection of a 
particular chromosome to reproduce and pass onto next 
generation. The new population is generated by the crossover 
and mutation process operations. The whole process is 
repeated for a given number of times or when the desired 
fitness function value has been achieved.  

C. Model 

We use ConvNet of the VGG16 [13] model as a feature 
extractor. Our model consists of a sequence of convolutions 
followed by batch-normalizations, and max pooling layers. 
On top of the feature extractor is two dense layers with 512 
nodes in the first layer and 22 in the second with softmax 
activation. The full architecture is shown in Table I. The pixel 
values are processed to have value between 0 and 1.  

III. RESULTS AND DISCUSSION 

In this section, we first present our experimental setup. 
Then, we show the performance of the proposed model to 
determine a jigsaw puzzle state. Finally, we present an 
application of the method to be used as a fitness function of 
genetic algorithm to solve a jigsaw puzzle.  

A. Determining Jigsaw Puzzle State 

For this purpose, we have collected 10k color images of 
size	224 224. Next, we have performed the following steps 
to generate our dataset: 

 Divide the images into 4x4 tiles each of size 56x56. 

 Generate 10k random indices corresponding to each score 
value (1), e.g., in our case S ∈ 4, 5,⋯ , 24 , as I, ,⋯ , . Each element of I  has 10k  entries and 
corresponds to a score, i.e., each entry of  has score 4,  
has score 5, and so on. 

 To generate labelled data, shuffle a copy of the original 
images using the indices matrix from the previous step. 

The dataset consists of 22 classes each with 10k images. 
The classes labels are J , , ⋯ , , where  is the 
solved state of the puzzle and the subsequent classes 
represents states with score equal to the subscript of the label 
plus 3, e.g.,  is the puzzle state where S 4. The examples 
from the dataset are shown in Fig. 1. The dataset split is: 95% 
as training, 2.5% as validation and 2.5% as test datasets. We 
trained the model in a supervised manner using stochastic 
gradient descend (SGD) with momentum 0.9 for 100 epochs. 
The initial learning rate was set to 0.1 and then reduced by a 
factor of 10 after 30 epochs.  

In the first experiment, the model was trained and 
evaluated on the same size of tiles, i.e., 56 56. In the second 
experiment, the trained model was evaluated on smaller tiles 
size of 28 28. We show the accuracy of the model on the 
train, validation and test dataset in Table II. The model has 
correctly determine the jigsaw puzzle state 93% of the times 
in the test dataset. Fig. 2. shows the confusion matrices to 
represent counts from actual and predicted classes. It can be 
seen that the model has misclassified the classes 
corresponding to higher scores with the classes closed by, e.g., 
class 16 with 17. The reason for this is that the images have 
regions where the texture is uniform. Two or more tiles from 
such regions are visually indifferentiable. As for the second 

Algorithm 1 Pseudocode for Genetic Algorithm 

1. Generate initial population  of  random chromosomes 

2. while(stopping GA criteria is false) Repeat 

3.     Evaluate  using the fitness function 

4.     _ 	 	  

5.     copy  best chromosomes to _  

6.     copy  mutated chromosome to _  

7.     while size _ 	  do 

8.         1	 	 	  

9.         2	 	 	  

10.         	 	 1, 2  

11.         add child to _  

13.     	 	 _  

TABLE I. Architecture of the proposed model. Conv3: 33 convolution, 

BN: Batch normalization. 

Layer Shape Parameters # 

Input 2242243 0 

Conv3+Conv3+BN 22422464 39k 

Max Pooling2D 11211264 - 

Conv3+Conv3+BN 112112128 221k 

Max Pooling2D 5656128 - 

Conv3+Conv3+Conv3+BN 5656256 1.4M 

Max Pooling2D 2828256 - 

Conv3+Conv3+Conv3+BN 2828512 5.9M 

Max Pooling2D 1414512 - 

Conv3+Conv3+Conv3+BN 1414512 7M 

Max Pooling2D 77512 - 

Fully Connected 512 12M 

Fully Connected 22 11k 

TABLE II. Accuracy of the model on different size of tiles. 

Training 
Test 

56x56 28x28 

0.95 0.93 0.83 

                         
(a)                                      (b)                                    (c)             

Fig. 1. Examples from the dataset to represent jigsaw puzzle states. (a) label

is , Score = 5. (b) label is , Score = 14. (c) label is , Score = 24. 
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experiment, when the block size is reduced to 28 28, the 
model is still able to determine 83% of the jigsaw puzzle 
states. Note that it is necessary to resize the images to meet the 
input image size requirement of the trained model. We 
conjecture that the accuracy may improve in this case with the 
model being trained on mixed sized tiles.  

B. Application Jigsaw Puzzle Solver based on GA 

As an application, we have replaced the fitness function of 
GA with the proposed jigsaw state recognizer in Algorithm 1. 
We have generated 40 chromosomes as the initial population 
and set the number of generations to 30. We have chosen 30% 
of the top population to be in the successor generation and set 
the mutation rate to 5%. We show an evolution of the solver 
how it approaches to the solution state in Fig. 3.  The figure 
shows the average fitness score of the entire population of 
each generation and score of the best solution in the 
population. It can be seen that with each generation the solver 
gets closer to the solution. For visual analysis, we show an 
example in Fig. 4.  The starting state of the puzzle has score S 	24 . The initial number of generation was 30 but the 
algorithm converges to the solution in 11 generations. For this 
experiment, we took 30 images randomly from the test 
dataset. The GA based solver was able to solve the puzzle 85% 
of the times. The performance may improve by tuning the 
algorithm parameters, e.g. increasing population size and/or 
number of generations.  

IV. CONCLUSION AND FUTURE WORK 

We proposed a deep learning model to determine jigsaw 
puzzle states from an image. The model  was able to identify 
93% of the states in the test dataset. In addition, the model was 
able to recognize the puzzle states from different size tiled 
images. As an application, we replaced the fitness function of 
genetic algorithm based jigsaw puzzle solver with the trained 
model, and we were able to solve 16 tiles puzzle.  

In future, we are interested in extending our method to 
recognize and solve puzzles with larger number of tiles. For 
example, the proposed model can be used in the crossover 
operator to identify good parts in a solution and pass them into 
next generation.  
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Fig. 2. Confusion matrices to count actual and predicted classes. 

      
 

Fig. 4. As genetic algorithm converges to the solution. The original puzzle 

and the best solution in the generation 1, 4, 7, 9, 10, and 11 (left to right). 

 
Fig. 3. The evolution of the genetic algorithm to find a solution. 
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Abstract—There is an urgent need to automate and improve
the efficiency of agricultural work because traditional agricul-
tural work becomes a heavy burden for the elderly who makes
up many of the agricultural workers. Therefore, in recent years,
aquaponics is attracting attention as a good solution for the
problem. Aquaponics is an efficient farming system that com-
bines aquaculture and hydroponics. In the system, the bacteria
decompose fish excrement, the plants absorb the decomposed
excrement as nutrients, and the purified water returns to a fish
tank. This cycle is automated to greatly reduce the amount of
consumption of water and fertilizer. In order to keep the accurate
cycle, the system should not only manage the environment so
that the bacteria can properly decompose fish waste, but also
measure the growth condition of the plants and fish accurately.
However, the automatic estimation of the growth rate of the fish
in the water is a difficult problem because the existing camera-
based method cannot easily be applied to the fish living in the
water. Therefore, in this study, we propose a new sensor network
system with a function to quantify the size of fish as well as plants
by utilizing not only a general depth camera that uses infrared
rays but also a stereo camera with multiple cameras. Through
the performance evaluation, it is confirmed that the proposed
method can estimate the leaf area of plants and the standard
length of the fish with high accuracy.

Index Terms—IoT, aquaponics, depth camera, growth rate,
MaskR-CNN

I. INTRODUCTION

In recent years, the decrease in the number of people

working in agriculture has become a serious problem in Japan

[1]. The main reason of the problem is a huge burden of

the daily farm work, hence there is a need to automate

and improve the efficiency of the work. In order to realize

efficient work of the agriculture and to obtain stable income,

aquaponics is attracting attention as the next generation of

circular agriculture. Aquaponics is sustainable agriculture that

combines hydroponics and aquaculture to achieve both pro-

ductivity and environmental friendliness [2]. The overview

of the aquaponics system is shown in Fig. 1. This system

does not require use of chemical fertilizers because bacteria

decompose the fish waste and produce nutrients for the plants.

In addition, it is also attracting attention as a sustainable

agriculture method because the use of the amount of the water

can reduce by about 90 % of the conventional cultivation in

the open field [3].

Bacteria

①Fish food and 
waste generate 
the ammonia

②Bacteria turns 
the ammonia into 

nitrates③Plant absorb 
the nitrates

Bacteria converts 
ammonia into 

nutrients for plants

Fish food 
and waste 

Clean 
water

Nitrates
(NO3-)

Plant

Fish

Plants absorb the 
nitrates and filter 

water  

Nitrites
(NO2-)

Fig. 1. Overall view of the Aquaponics

Existing study on aquaponics proposes a remote monitoring

system of environmental information utilizing multiple sensors

[5]. However, it is necessary for the field manager to visually

check the growth condition of the fish and the plants because

the system is not equipped with a function to automatically

observe the growth condition.

Therefore, in this study, we propose a new aquaponics

support system using sensor network technology that can

automatically estimate the growth condition of the plants and

the fish. This system not only measures the environmental

information such as water quality composition and temperature

but also has the ability to quantify the growth of plants and

fish. In order to accurately measure the growth of fish and

plants, two different depth cameras are used depending on

the environment, and image recognition using deep learning

technology is used to accurately estimate the growth.

II. RELATED WORKS AND OBJECTIVES OF OUR STUDY

A. Management System for Aquaponics

In the existing study on an environmental observation

system for aquaponics, Paul (2019) et al. propose a system

that measures the various environmental information (e.g., pH,

temperature, and dissolved oxygen) and automatically controls

actuators so that the environmental condition is within an

appropriate range for the growth of the plants and the fish

[6]. In addition, Zheng (2019) et al. propose a control method

of the actuators based on the observation results of the growth

environment and reduce the power consumption to 42.9% of

the previous system by efficiently operating the actuators [7].
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These existing studies use ultrasonic distance sensors to

measure the height of plants and evaluate the relationship

between the number of growing days and the growth condition

of the plants. On the other hand, the method cannot accurately

quantify the degree of growth because it measures only the

height of the plants. In order to accurately quantify the growth

status of plants, it is necessary to estimate the leaf area, which

is closely related to the amount of harvest. In addition, the

field manager should manually observe the growth condition

of the fish in the existing system. The existing distance sensor-

based method cannot be applied to the observation of the fish

in the water because the infrared ray and the ultrasonic used

for measuring the distance cannot travel straight through the

water.

B. Image Recognition Using Deep Learning for Growth Esti-

mation of the Plants

Xiaoyang (2019) et al. propose the growth condition estima-

tion system for cucumbers grown in greenhouses. The system

acquires RGB images of cucumbers and uses deep learning-

based image analysis method, MaskR-CNN, to detect pixels

corresponding with cucumbers in the images [4]. By using the

MaskR-CNN, the area of the target can be stably estimated

by mitigating the effect of the shadow or brightness even in a

place where a lot of sunlight enters such as a greenhouse.

On the other hand, the method targets only a part of the

plants (e.g., fruit) and cannot observe the growth condition

of the entire plants including stems and leaves. Therefore, it

cannot be applied to leafy vegetables that are mainly grown

in aquaponics.

C. Objectives of Our Study

Existing studies aim to realize a system to measure and

visualize the environmental information for aquaponics, and

have not been able to accurately estimate the growth condition

of the plants and fish. By quantifying the growth condition, it

can be confirmed whether the interaction among fish, plants,

and bacteria in aquaponics is accurate or not, which may

improve the efficiency of the aquaponics. Therefore, in this

study, we propose and develop a new sensing system that

can accurately quantify the growth condition of plants and

fish, and clarify the relationship between the growth condition

and the state of the growing environment measured by various

sensors. In particular, the proposed system is equipped with a

method for estimating the growth of fish living in the water

to realize practical and efficient aquaponics. The estimation

method uses a stereo camera which can observe the three-

dimensional structure of the target by analyzing the parallax

between multiple visible light cameras even if the target is the

fish living in the water where the conventional measurement

method using the distance sensor cannot be leveraged. In

addition, the MaskR-CNN is used to accurately identify the

pixels corresponding with the target from the images captured

by the multiple cameras.
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Fig. 2. Overview of the proposed system

III. PROPOSED MANAGEMENT SYSTEM FOR AQUAPONICS

A. Overview of Our Proposed System

Figure 2 shows an overview of our proposed system. As

shown in this figure, the proposed system consists of sensor

nodes, a growth estimation node, and a management server.

The sensor node measures the environmental information of

the aquaponics system using multiple sensors, and transmits

the data of the measurement results to the growth estimation

node using BLE (Bluetooth Low Energy). The growth esti-

mation node uses two types of depth cameras connected to

a small computer to acquire depth images and RGB images

of plants and fish. For the growth estimation node, the depth

camera using the infrared ray and the stereo camera are utilized

to estimate the growth condition of the plants and the fish,

respectively. In addition, the growth condition is estimated by

analyzing the images in the growth estimation node and only

the estimation results are sent to the management server so

that the amount of data sent to the management server can be

greatly reduced. The management server stores and visualizes

the data received from the growth estimation node, and the

system operator can remotely check the various statuses of the

aquaponics through a web application provided by the server.

B. Design of Sensor Node

The sensor node for measuring the environmental informa-

tion of the aquaponics is configured using an Adafruit Feather

nRF52840 Express, a microcomputer that supports short-range

wireless communication via BLE. The system configuration

of the sensor node is shown in Fig. 3. To observe the water

quality, a pH sensor (pH Kit), a dissolved oxygen sensor

(Dissolved Oxygen Kit), and a water temperature sensor (PT-

1000 Temperature Kit) manufactured by Atlas Scientific are

connected to the sensor node. By measuring the amount of

dissolved oxygen in the water, the system operator can check

whether the amount of oxygen is enough for the fish or not.

The measured pH can be used to check whether the bacteria

are correctly converting ammonia contained in fish excrement

into nitrate because pH changes based on the amount of

ammonia and nitrate in the water. In addition, in order to

observe the condition of the environment where the plants
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Fig. 3. Device configuration of sensor node

grow, the sensor node consisting of an illuminance sensor

(Adafruit TSL2561) and a temperature/humidity sensor mod-

ule (Adafruit Sensirion SHT31-D) is installed. The sensor node

measures the environmental information every 30 seconds and

transmits the measured data to the growth estimation node

that acts as a gateway, using BLE. Each data measured by the

sensor is a floating point number consisting of 4 bytes, and

two types of packets are transmitted from the sensor nodes.

The first type of packet is consisting of pH, dissolved oxygen,

and water temperature data, and the second type is consisting

of illumination, temperature, and humidity data.

C. Design of Growth Estimation Node

The growth estimation node is composed of the single board

computer, Jetson Xavier NX, and multiple depth cameras. In

the following sections, the procedures of estimating the growth

condition of the plants and the fish are explained.

1) Estimation of the Growth Condition of Plants: In this

study, the surface areas of leaves and stems are estimated as

the growth condition of the plants. In order to measure the

areas, a depth camera module (Real Sense D415 manufactured

by Intel Corporation) is utilized to acquire RGB and depth

images of the plants. The depth camera transmits the infrared

ray to the target and each pixel of the depth image represents

the distance between the depth camera and the part that reflects

the ray. In order to estimate the growth condition of the plant,

RGB and depth images are obtained hourly and the estimation

procedure of the growth condition is performed. After that,

the estimation result is sent to the management server. The

detailed procedure for estimating the leaf area is described in

Section IV-A.

2) Estimation of the Growth Condition of Fish: The depth

camera using the infrared ray (i.e., Real Sense D415) cannot

accurately measure the distance to the target in the water

because the attenuation of the infrared ray in the water is much

higher than that in the air. Therefore, in order to estimate the

growth condition of the fish living in the water, the stereo

camera (ZED Mini manufactured by Stereolabs) is utilized to

measure the three-dimensional structure of the target based on

the parallax between multiple visible light cameras. In order to

install the stereo camera in the water to take images of the fish,

the camera is sealed in an IP68 grade waterproof container as

Stereo Vision Camera
(ZED Mini)

Jetson Xavier NX

Waterproof Enclosure

Fig. 4. Waterproof enclosure for depth camera
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Fig. 5. Procedure for extracting plants areas

shown in Fig. 4 and is connected to the single board computer

through a USB cable. The detailed procedure for estimating

the size of the fish is described in Section IV-B.

IV. ESTIMATION METHOD OF FISH/LEAF GROWTH USING

DEPTH CAMERAS

A. Growth Estimation Method for Plants

In this study, the proposed method quantifies the growth

condition of the plants by estimating the leaf area through

the analysis of RGB and depth images acquired by the depth

camera. The growth estimation node acquires RGB and depth

images of 1280 × 720 pixels hourly. In order to estimate the

growth of the target plants, the pixels corresponding with the

target are extracted from the RGB and the depth images and

the area of the target is calculated by analyzing the extracted

pixels of the images.

1) Extraction of Plants Regions: The procedure for extract-

ing the pixels corresponding with the plants from the captured

images is shown in Fig. 5. First, the method extracts only

the foreground part by comparing the predetermined threshold

(e.g., 40 cm) with each pixel of the depth image. In the next

step, the RGB value of each pixel in the foreground part is

converted to the HSV value and only the green part of the

pixels are identified. HSV is a method of expressing color

using three elements (e.g., hue, saturation, and lightness). By

converting to the HSV values, the extraction of the specific

color can easily be performed. The proposed method focuses

on the hue and lightness elements of the HSV values and the

pixels with a hue within the range of 30∼100 and a lightness

within the range of 40∼255 are determined as the pixels where

the plants are captured.
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2) Estimation of Leaf Area: The proposed method estimates

the area of the leaf by analyzing the pixels extracted from the

RGB and depth images through the previous procedure. Each

pixel in the depth image indicates the distance to each part of

the target, and the actual area of the part can be calculated

based on the viewing angle of the camera and the distance.

As shown in Fig. 6, when the distance between the camera

and the part of the target changes, the actual area of the leaf

corresponding with the single pixel changes. The depth camera

(Real Sense D415) used in this study has a horizontal viewing

angle of 69.4◦ and a vertical viewing angle of 42.5◦ when the

shooting resolution is set to 1280×720 pixels. According to

the setting, it is possible to estimate the area of the single pixel

from the distance. As an example, if the distance between the

camera and the object is 1m and the vertical viewing angle

is 42.5◦, the vertical extent of the shooting range is 0.78m.

Since this shooting range consists of 720 pixels in the vertical

direction, the actual length of the pixels can be calculated to

be about 1.08mm. Finally, the area of the leaf is calculated

by summing up the estimated area of the pixels as shown in

Fig. 7.

B. Growth Estimation Method for Fish

1) Definition of Growth Condition of Fish: In this study,

body height and standard length are defined as metrics of the

growth condition of the fish. When measuring the metrics,

only the body part is focused without including the tail and

the caudal fin. In general, these parts of the fish are damaged

due to various reasons, hence the total length of the same

individual may vary if these parts are considered to estimate

the size of the fish. Therefore, by measuring only the body

part, the growth condition can stably be estimated.
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Fig. 8. Structure of the learning model of MaskR-CNN

2) Construction of a Learning Model for MaskR-CNN:

In this study, we use MaskR-CNN proposed by He et al. to

extract pixels including parts of the fish from the RGB images

as well as to identify each pixel as an individual fish [8].

By inputting the RGB images into a learning model that has

been trained using supervised data prepared in advance, the

pixels corresponding with each fish can be output. The network

model proposed in this system is shown in Fig. 8.

The learning model is constructed using images taken by

a depth camera (i.e., stereo camera) from June to July 2021,

and the targets of the images are three tilapias living in the

aquarium of an aquaponics system installed in the laboratory

where the authors belong. In this experiment, 500 RGB images

are captured at different times of the day and are saved in

JPEG format with 1280×720 pixels. In addition, an image

annotation tool, COCO Annotator, is used to set the correct

label to the pixels that contain the fish [10]. Examples of the

annotation are shown in Fig. 9.

In order to build the learning model that can handle various

states of the fish, the training data includes images that are

captured in various situations where the fish stays in different

postures and multiple fish are overlapping. From the total

of 500 images, 300 images are used for training and 100

images are used for testing to build the learning model. The

remaining 100 images are used for validation to evaluate the

learning model. In this study, the training of the learning model

is performed based on the pre-trained model by using the

COCO dataset in order to reduce the processing time and the

amount of data required for the training [9]. The COCO dataset

is large-scale object detection, segmentation and captioning

dataset published by Microsoft.

In this study, a ResNeXt-101 proposed by Xie et al. is used

as a template of the learning model [11]. The ResNeXt-101 is

a type of convolutional neural network consisting of 101 layers

and achieves high prediction accuracy and short execution

time. Examples of the estimation results by the learning model

are shown in Fig. 10. As shown in this figure, the model can

accurately identify the pixels corresponding with the fish even

when the fish is swimming at various angles in the water.

3) Estimation of Body Height and Standard Length: In the

proposed method, the contours of the pixels corresponding

with the fish estimated by MaskR-CNN in the depth image

are used to obtain the body height and the standard length that



Fig. 9. Examples of annotation of fish

Fig. 10. Examples of detection of fish

are defined as the metrics of the growth condition as shown in

Fig. 11. In order to calculate these metrics, an actual length of

each pixel should be calculated from the distance data included

in the depth image. The median of the distance data in the

region corresponding with the fish is used as the representative

distance for the instance in order to mitigate the adverse effect

of the measurement error of the distance. The representative

distance should carefully be decided because there are many

reasons that incur the measurement error such as bubbles in

the water and light reflection on the water surface. By using

this representative distance, the reference length of each pixel

is determined.

After that, the line segments corresponding with the body

height and the standard length of each instance are extracted

from the RGB image. The shape of the group of pixels

corresponding with each instance identified by the MaskR-

CNN is similar to an ellipse, hence the proposed method

derives the bounding rectangle of the ellipse and treats the

width and the height of the rectangle as the line segments of

the standard length and the body height, respectively. Finally,

it is possible to calculate the standard length and the body

height by multiplying the reference length.

V. PERFORMANCE EVALUATION OF PROPOSED SYSTEM

A. Estimation Accuracy of Growth Condition of Plants

An experimental evaluation is conducted to evaluate the

effectiveness of the proposed method for estimating the growth

condition of the plants. The target of the growth estimation is

a Japanese mustard spinach growing in the aquaponics system

in the laboratory where the authors belong, and the leaf area

measured manually is compared with the estimation result
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Fig. 11. Procedure of estimation of body height and standard length

TABLE I
EVALUATION RESULT OF THE GROWTH CONDITION ESTIMATION OF THE

PLANTS

ID

correct
value

(cm2)

Average of
the estimation results

(cm2)

RMSE
RMSPE

(%)

1 251.9 251.44 2.16 0.86
2 24.5 22.45 2.19 8.96
3 78.25 82.73 4.83 6.16
4 69.38 77.77 9.14 13.2
5 59.0 59.25 3.14 5.43

TABLE II
NUMBER OF DETECTED LABELS FOR EACH CATEGORY

GT TP FP FN Recall Precision

IoU=0.50 196 192 17 4 0.980 0.919
IoU=0.75 196 187 24 9 0.954 0.886
IoU=0.80 196 174 37 22 0.888 0.825

using the proposed method. For the evaluation, five leaves

of different sizes are prepared and the leaf area of each leaf

is estimated five times. As the performance measure of the

estimation accuracy, we uses RMSE (Root Mean Squared

Error) and RMSPE (Root Mean Squared Percentage Error).

Table I shows the evaluation results. As shown in this figure,

the average RMSE of the estimation results of the proposed

method is 6.92%. Therefore, we can conclude that the esti-

mation accuracy of the growth condition of the plants by the

proposed method is sufficiently high to observe the transition

of the growth condition with the growing days.

B. Estimation Accuracy of the Pixels Corresponding with the

Fish

To evaluate the effectiveness of the proposed method for

estimating the growth condition of the fish, we evaluate

the estimation accuracy of the pixels in the RGB images

corresponding with the fish using the MaskR-CNN. The es-

timation accuracy of the learning model of the MaskR-CNN

is evaluated using the 100 images including 196 fish prepared

in advance. In this evaluation, we use the IoU (Intersection

over Union) which is a measure of how accurately the pixels

of the target are detected as a measure of the estimation

accuracy of the proposed method. Based on the IoU, the

Average Precision (AP) is derived to evaluate the reliability of

the object detection by considering the relationship between

the recall and the precision [12]. In this study, we evaluate

the number of detections (True Negative, False Positive, False

Negative) for each label and AP50, AP75, and AP80 are

evaluated.

The evaluation results are shown in Tabs. II and III. As

shown in these tables, the AP becomes 0.827 even when the

threshold of the IoU is set to 0.8 (i.e., AP80), which indicates

that the fish can be detected with high accuracy. In order to

improve the accuracy, we need to further increase the training

data for building the learning model.
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TABLE III
FISH IMAGE RECOGNITION ACCURACY

AP50 AP75 AP80

0.962 0.921 0.827

TABLE IV
PERFORMANCE EVALUATION OF FISH GROWTH ESTIMATION SYSTEM

Body Height Standard Length

Correct Value 3.2(cm) 8.2(cm)
Average of the Estimation Results 3.21(cm) 7.76(cm)
RMSE 0.101 0.504
RMSPE 3.14(%) 6.15(%)

C. Estimation Accuracy of Standard Length and Height of

Fish

In the experimental evaluation, the measured value of the

standard length and height of the tilapia is compared with the

estimation result. The estimation of the growth condition is

performed for one hour, and the 137 estimation results are

collected. The estimation accuracy is evaluated by RMSE and

RMSPE. The estimation accuracy of the growth condition of

the fish is shown in Tab. IV. As shown in this table, the error

of the estimation is 3.14% for body height and 6.15% for

standard length, which indicates that the proposed method can

estimate the growth condition of the fish with high accuracy.

D. Observation Experiment Using the Proposed Method

Using the proposed method, we observe the changes in the

growth rates of plants and fish and confirm that we could

accurately obtain the changes in growth rates. Fig. 12 shows

the relationship between the number of growing days and the

estimation result of the leaf area. In addition, Fig. 13 shows

the relationship between the number of growing days and the

estimated size of the fish. These results show that our proposed

system can clarify the growth condition of plants and fish with

the passage of the growing days.

VI. CONCLUSION

In this study, we have proposed and implemented a sys-

tem for estimating the growth of plants and fish to support

Fig. 12. Observation results of leaf area

Fig. 13. Observation results of fish

aquaponics operations. The proposed method can automati-

cally measure the size of fish in the water by using a stereo

camera and deep learning technology. In the performance

evaluation of the system, we have shown that the proposed

method can estimate the growth rate of both plants and fish

with high accuracy. In addition, we confirmed that we can

visualize the growth trend by long-term observation using the

proposed method.

In the future study, we will conduct further long-term

observations using the proposed system to investigate the

effects of the environment on the growth condition.
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Abstract—To increase the productivity, it is important to 
manage yield and reduce defects in the semiconductor industry. 
One of the efforts is to identify defect patterns and control the 
cause factors that affects the defects. Many engineers inspect the 
quality of each chip and check the defect pattern on the wafer bin 
maps. To get the accurate and consistent classification results 
regardless of the level for domain knowledge or experience of 
engineers, deep learning-based models have recently been studied. 
Since most previous studies aim to classify the single-type defect 
patterns, it is needed to consider the mixed-type defect patterns 
together. Also, they require a lot of labeled data to train the deep 
learning-based classification model. However, defects occur 
extremely rarely in actual manufacturing process. Therefore, the 
method securing the higher accuracy in a situation where enough 
labeled data are not given is needed. This paper proposes a deep 
convolutional generative adversarial network for wafer map 
synthesis (DCGAN-WS) which generates the mixed-type patterns 
by synthesizing the single-type pattern and adding the pixel-wise 
summation. To maintain the characteristics of the binary pixel of 
the wafer bin maps, a thresholding technique is added. 
MixedWM38 dataset is used for the experiments, and it was 
verified that the mixed-type patterns were synthesized well. It 
helps to construct more robust model for single-type pattern 
classification and to generate the mixed-type patterns that have 
not occurred before. In the future, it is expected that this model 
addresses the problem of the lack of labeled data for defect pattern 
classification models.  

Keywords— wafer bin maps, image synthesis, pattern 
classification, generative adversarial network 

I. INTRODUCTION 
In the semiconductor industry, there are several fine and 

complex production processes such as photolithography, 
etching, deposition, and cleaning to produce a chip. To increase 
productivity, the engineers manage yield and control factors that 
affect some defects. They check whether there are any process 
issues that cause defects during the manufacturing process for 
chips. And then, they inspect on each chip through the electrical 
die sorting (EDS) test, and divide each chip into “pass” or “fail”. 
Wafer bin map is the result of the EDS test, and it is a map 
expressed as a binary pixel value according to the “pass” or “fail” 
of each chip. Defective chips identified as “fail” of each chip 

form a specific pattern on the wafer bin map. The EDS test 
results are expressed on the circular wafer map, and there may 
be various patterns depending on the position of the defective 
chips. 

Fig. 1 shows normal pattern and several defect patterns such 
as Center, Donut, Edge-Loc, Edge-Ring, Loc, Random, Scratch, 
and Near-full. Each different patterns are caused by different 
factors. For example, Center pattern occurs when the solution is 
not uniformly polished on the wafer map in chemical 
mechanical polishing (CMP) process [1]. Edge-Ring pattern 
occurs due to a misalignment between layers in the process for 
accumulating layers on wafer maps [1]. Scratch pattern occurs 
due to the agglomerated particles and aging of the pad in CMP 
process [1]. Because the cause factors are different depending 
on the pattern types, it is important to accurately identify the 
defect patterns on the wafer bin map and to control the factors 
for reducing the defects. 

 
Fig. 1. Examples of the single-type defect patterns 
 

To accurately obtain the consistent classification results 
regardless of the domain knowledge engineers when classifying 
defect patterns on wafer bin maps, many studies have been 
conducted to automatically classify defect patterns based on a 
model. There are studies that extract the features using 
transformation technique such as Wavelet transform and Radon 
transform and classify the patterns using machine learning-
based models such as support vector machine (SVM), multilayer 
perceptron (MLP) ), and radial basis function (RBF) [2, 3, 4]. 
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When using machine learning-based models for classifying 
the patterns, there is a difficulty in selecting a proper feature 
extraction method. To address this problem, deep learning-based 
models were proposed to perform both feature extraction and 
classification within a model. In particular, to recognize pattern 
by processing wafer bin maps as images, Convolutional neural 
network (CNN)-based model is used because it is known to be 
effective in image processing [5, 6, 7]. CNN classifies the defect 
patterns on the wafer bin map with high accuracy. 

However, deep learning models such as CNN requires a 
number of labeled data for training to ensure high accuracy. In 
practice, it is hard to obtain a lots of labeled data in 
manufacturing process. Accordingly, unsupervised learning-
based models such as density-based spatial clustering of 
applications with noise (DBSCAN) and self-organized map 
(SOM) are utilized because they do not require label information 
[8, 9]. This is useful in situations where labeled data are 
insufficient, but there is a disadvantage that performance is 
somewhat degraded compared to when labeled information is 
used together. Therefore, it is needed to study a model capable 
of securing high performance in a situation where a lots of 
labeled data are not given. 

Also, there are not only single-type patterns but also mixed-
type patterns in the actual manufacturing process. As shown in 
Fig. 2, the mixed-type patterns can be generated when two or 
more single-type patterns are mixed. If the mixed-type patterns 
are not recognized or the mixed-type patterns are incorrectly 
identified as a single-type pattern, all cause factors will not be 
controlled and defects continue to occur. Labeled data for the 
mixed-type patterns are more difficult to obtain  because it 
occurs more rarely than single-type patterns. Mixed-type 
patterns can be generated through various combinations of 
single-type pattern, but data of all combinations may not be 
obtained. In this situation, if only the actually obtained mixed-
type patterns are used only for training the models, it is hard to 
identify the mixed-type patterns when the other patterns appears. 

 
Fig. 2. Examples of the mixed-type defect patterns 
 

Therefore, this paper proposes an image synthesis method 
that mixed-type patterns on wafer bin maps using only single-
type patterns. Through this, a number of labeled samples that are 
difficult to obtain are generated. It helps to improve the 
classification performance of the model when a classification 
model is constructed using the generated data in the future. It 

also helps to make a robust model that can detect patterns that 
have not been mixed previously.  

A deep convolutional generative adversarial network-based 
wafer map synthetic (DCGAN-WS) model is proposed in this 
paper. The proposed model consists several generators (G) for 
each single-type patterns for making variational data of single-
type patterns and a discriminator (D) for classifying the real 
patterns and the generated patterns. The generated single-type 
patterns are used in a synthetic process for making mixed-type 
patterns. It makes to construct a more robust classification 
model for the single-type patterns and generates data for various 
types of the mixed-type patterns. The generated data from 
DCGAN-WS maintains the characteristics of the binary pixels 
on the wafer bin maps through the thresholding techniques. 
Then, the patterns are synthesized through a pixel-wise 
summation between the variational data considering the various 
combinations of the single-type patterns. Using the model, some 
variational data for single-type patterns and various cases for 
mixed-type patterns can be generated in a desired amount. The 
proposed method of this paper helps to get all information on 
single-type patterns and mixed-type patterns in the situation 
when the single-type patterns are given only. This  addresses the 
problem of the lack of labeled data for defect pattern 
classification models. 

Chapter 2 describes a proposed model, DCGAN-WS for 
synthesizing the mixed-type patterns. Chapter 3 shows the 
results of the synthesized maps. Finally, Chapter 4 describes the 
conclusion. 

 

II. THE PRPOSED METHOD 
This paper proposes an image synthesis method for wafer 

bin maps, called DCGAN-WS. DCGAN-WS has three steps, 
generating the variational data, thresholding for maintaining the 
characteristics of wafer bin maps and pattern synthesis using 
pixel-wise summation. The detailed description of each part are 
like the following. 

A. Generating the Variational Data 
The first step is to generate variational data for a single-type 

patterns using a deep convolutional generative adversarial 
network (DCGAN) model. DCGAN is a variants of the GAN 
containing deep convolutional layers [10]. It is divided into a 
generator part that generates new images and a discriminator 
part that distinguishes the generated images from the real images. 
The generator is comprised of transposed convolutional layers, 
batch norm layers, and ReLU activations. The input of the 
generator is a latent vector  from a standard normal distribution 
and the output is a RGB image. The discriminator is comprised 
of strided convolutional layers, batch norm layers, and Leaky 
ReLU activations. The input of discriminator is a input image 
and the output is the probability that the input is from the real 
data distribution.  

Generators of are constructed as many as the number of the 
single-type patterns. For example, when there are six single-type 
patterns, the number of generator is six. Each generator makes 
variational data for each pattern by inserting the latent vector  
as input. Since the generating process from a generator and the 
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distinguishing process from a discriminator have adversarial 
learning, the generator can create variational images similar to 
the actual images that is difficult for the discriminator to 
distinguish. The overall framework of DCGAN is shown as Fig. 
3. 

 
Fig. 3. The overall framework of DCGAN 

 

B. Thresholding Technique for Wafer Bin Map 
The output images of generators from the generator of 

DCGAN-WS have continuous pixel values on each pixel. 
However, the original wafer bin maps have only binary pixel 
values such as 0, 1, and 2 on each chip. Generally, 0 means 
empty part which the remaining edge part are filled with zero as 
the circular wafer maps are converted into a rectangular image. 
1 means the “pass” or “good” chip in EDS test. 2 means the “fail” 
or “defective” chip in EDS test, and we have to focus on the 
defective part which forms a specific defect pattern. Therefore, 
it is needed to revise the characteristics of the pixel values same 
as the original wafer maps.  

We can set a threshold empirically within the range from 0 
to 1. The pixels of the generated images consist of continuous 
values from 0 to 1. By setting two thresholds which one is for 
dividing 0 (empty part) and 1 (pass chip) and the other is for 
dividing 1 (pass chip) and 2 (fail chip). When the thresholds are 
set, the binary pixel values are assigned to each pixel, as shown 
in Fig. 4. After thresholding, the defect patterns can be clarified 
on wafer bin maps. Although the thresholds are defined 
empirically in this paper, the further studies for appropriate 
thresholds are necessary because the shape and size of defect 
patterns can be changed according to the thresholding. 

 
Fig. 4. Result for the thresholding technique 

 

C. Pattern Synthesis using Pixel-wise Summation 
After passing the DCGAN and thresholding, there are many 

variational images for each single-type pattern. The mixed-type 
patterns are formed by the combinations of multiple single-type 
patterns. By combining the generated single-type patterns, the 
mixed-type patterns can be generated as much as the desired 
amounts. 

To synthesize the single-type patterns, the pixel-wise 
summation is used on multiple single-type patterns. Pixel-wise 
summation is to add the pixel values at the same location on 
wafer bin maps as shown in Fig. 5. When several maps are 
sampled randomly from the generated maps of single-type 
patterns, the added values are calculated to the same location on 
wafer bin maps from the samples. When two single-type 
patterns are sampled, the mixed-type pattern which is combined 
by two single-type patterns can be generated. Also, when three 
single-type patterns are sampled, the mixed-type pattern which 
is combined by three single-type patterns can be generated. And 
then, the threshold in Section 2.B is repeated to represent the 
pixel values as binary type. 

 
Fig. 5. The result for the pixel-wise summation for mixed-type synthesis 
 

This procedure utilizes the generated variational data from 
the single-type patterns. Therefore, it helps to make robust 
model for single-type patterns and synthesize the various mixed-
type patterns although it is same defect patterns. 

 

III. EXPERIMENTALS 

A. Data Description 
The dataset for experiments is MixedWM38 dataset which 

are used in [11]. The data contain a Normal pattern (no defects), 
8 single-type defect patterns such as Center, Donut, Edge-Loc, 
Edge-Ring, Loc, Near-Full, Random, Scratch, and mixed-type 
defect patterns which are combined by two or three or four 
single-type patterns. The number of types for the mixed-type 
pattern combined by two single-type patterns is 13 and the 
number of types for the mixed-type pattern combined by three 
single-type patterns is 11, and the number of types for the mixed-
type patterns combined by four single-type patterns is 2. The 
number of single-type patterns are 1,000 images on each pattern. 
Because this paper focuses on the defect patters, especially the 
mixed-type patterns, the target defect patterns are 6 patterns such 
as Center, Donut, Edge-Loc, Edge-Ring, Loc, Scratch.  

B. Experimental Results 
The proposed model, DCGAN-WS, is constructed by three 

steps, generating the variational data with DCGAN, 
thresholding for maintaining the characteristics of wafer bin 
maps, and generating the mixed-type patterns by synthesizing 
multiple single-type patterns. 

In first step, the architecture of DCGAN is same as [10]. 
When DCGAN is trained, the setting parameters are set like this. 
The epoch is 20, batch size is 100, learning rate is 0.0001, and 
the optimizer is Adam. In this step, the generator of DCGAN-
WS generates each single-type pattern. The generated maps are 
shown in Fig. 6. The most generated patterns are similar to the 
real wafer bin maps. However, Edge-Loc and Scratch is 
relatively not similar to the real wafer bin maps. Although actual 
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Edge-Loc has the half of the ring pattern on the edge of the wafer 
map, the results for Edge-Loc contains some circular patterns, 
not ring shape. Also, the Scratch pattern is a linear pattern 
located randomly on the map. However, the result for the 
Scratch pattern shows the patterns like Random. Therefore, 
further studies for Edge-Loc and Scratch is needed to improve 
the performance of generating the single-type patterns, because 
it affects the quality of the synthesized mixed-type pattern. 

 
Fig. 6 The results for generating the variational single-type patterns 

 

Using the results in Fig. 5, the variational data for each 
single-type pattern are utilized to synthesize the mixed-type 
patterns. By adding the pixel-wise summation to the randomly 
sampled variational data, several mixed-type patterns can be 
generated. After the summation, the thresholding technique is 
repeated to represent the characteristics of wafer bin maps. In 
this paper, the mixed-type patterns are defined as the synthesized 
results of two single-type patterns only. Fig. 7 shows the 
synthesized mixed-type patterns by combining the single-type 
patterns. Edge-Loc and Scratch which are not similar to the 
actual pattern in first step cannot still be mixed well. Therefore, 
to improve the quality of generated variational data for single-
type patterns and the quality of the synthesized mixed-type 
patterns, it is important to improve the method for generating 
poor patterns for the single-type. 

 
Fig. 7. The synthesized results for the mixed-type patterns 

IV. CONCLUSION 
The studies for automatic defect classification model have 

been conducted because it is important to check the defect 
patterns on the wafer bin maps and control the cause factors for 
yield improvement in semiconductor manufacturing. To address 
the limitations of the previous deep learning-based model, it is 
needed to consider the mixed-type defect patterns and secure the 
higher accuracy in situation where enough labeled data are not 
given. This paper proposed a deep convolutional generative 
adversarial network for wafer map synthesis (DCGAN-WS) 
which generates the mixed-type patterns by synthesizing the 
single-type pattern. First, DCGAN is applied to generate the 
variational data of the single-type patterns. The generated maps 
are sampled randomly and they are added using the pixel-wise 
summation. To maintain the characteristics of the binary pixel 
of the wafer bin maps, the thresholding technique is utilized. 
Using the MixedWM38 dataset as the experimental data, it was 
verified that the mixed-type patterns were synthesized well. 
However, some patterns such as Edge-Loc and Scratch are 
needed to study more for generating the maps similar to the real 
patterns. The proposed method helps to construct more robust 
model for single-type pattern classification although the number 
of data is lack or there is a class imbalance. Also, It helps to 
generate the mixed-type patterns that have not occurred before. 
In the future, it is expected that this model addresses the problem 
of the lack of labeled data for defect pattern classification 
models.  
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Abstract—Obfuscation refers to changing the structure of code
in a way that original semantics can be hidden. These techniques
are often used by application developers for code hardening but
it has been found that obfuscation techniques are widely used by
malware developers in order to hide the work flow and semantics
of malicious code. Class Encryption, Code Re-Ordering, Junk
Code insertion and Control Flow modifications are Code Obfus-
cation techniques. In these techniques, code of the application is
changed. These techniques change the signature of the application
and also affect the systems that use sequence of instructions in
order to detect maliciousness of an application. In this paper an
’Opcode sequence’ based detection system is designed and tested
against obfuscated samples. It has been found that the system
works efficiently for the detection of non obfuscated samples
but the performance is effected significantly against obfuscated
samples. The study tests different code obfuscation schemes and
reports the effect of each on sequential opcode based analytic
system.

Index Terms—obfuscation, opcodes, malware, LSTMs

I. INTRODUCTION

Android is the most used mobile operating system at

present. It provides its users with a large number of use-

ful and entertaining applications. These applications can be

downloaded from official Google play store. Although the

applications present on the play-store are very beneficial for

users; but on the other hand malware writers also create

applications with malicious functions. The rate of malware

penetration among android applications has increased in recent

past. 10.5 million android malware were found in 2019 and

0.48 million new malware were found in 2020 1.

These malwares also deploy obfuscation schemes which

make their detection more difficult. Obfuscation is a method

for changing the structure of code in a way that the original

structure is either hidden or changed[12]. Malware writers

use obfuscation for generating variants of malwares that have

been registered by anti-malware products[2]. This makes them

difficult to be detected by commercial anti-malware products.

It has been reported by many studies that performance of anti-

malware products decrease by a significant percentage against

obfuscated samples. [16] [7] [5].

1https://www.statista.com/statistics/680705/global-android-malware-
volume/

Code Obfuscation techniques are also very effective in

deceiving the detection schemes that work on the pattern of

code to identify malicious applications. Over the time many

schemes have been developed that focus on the analysis of

code for generation of features. Many studies [1], [4] and [9]

have used code based features and have reported high accuracy

for detection of android malware. However it has been reported

by [4] that code obfuscation techniques can greatly influence

the performance accuracy of systems that work on code based

features.

Class encryption, Junk code insertion, Control Flow modi-

fications, and Code Re-ordering are popular code obfuscation

techniques[14]. In this paper the effect of these obfuscation

techniques on the performance of systems that use opcode

based features for designing the classification engine has

been critically analyzed. In order to perform this analysis; a

classifier that works on opcode based features is designed.

It has been observed that the system works well with non

obfuscated samples but the efficiency of the system degrades

when obfuscated samples are tested. The paper tests four

code based obfuscation schemes and reports the efficiency

of opcode based system against each obfuscation scheme.

Following are the major contributions of the paper:

• An ’opcode sequence’ based malware detection engine

has been designed. One-gram and two-gram opcode se-

quences are extracted and LSTM network is trained. This

study has analyzed the efficiency of opcodes as features

for 2 class (Malicious and Benign) and 4 class (Adware,

Ransom, Banking Trojan and Benign) problems.

• Data set for Obfuscated samples is generated. DashO2

and Obfuscapk3 is used for applying code obfuscations

to malicious samples. Control Flow modifications , Code

Reordering and Junk Code Insertions are applied. Pra-

Guard data set is used for Class Encryption based sam-

ples.

• The designed system is tested against each obfuscation

scheme and results are reported.

The remainder of the paper is organized as follows. Section

2 describes the related work. Section 3 describes the rationale

2https://www.preemptive.com/products/dasho
3https://github.com/ClaudiuGeorgiu/Obfuscapk
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for the study. Section 4 describes the proposed evaluation

framework. Section 5 describes the results obtained on ob-

fuscated and non-obfuscated samples and finally conclusion

from the study is presented in section 6.

II. RELATED WORK

This section covers the studies that have used opcode

sequences for classification of malicious applications. Amin

et al.[1] developed an end to end opcode based system. Dex

byte codes are extracted and used to predict the maliciousness

of an application. Bi directional LSTM networks are deployed

and opcodes are represented using one hot encoding. They

have evaluated their results on Drebin , AMD and virus

share data sets. However results have not been tested on

Obfuscated samples. Pektas et al. [10] extracted instruction

call sequences from call graphs and applied deep learning

models like LSTMS and CNNs for malware classification. An

accuracy of 91.42 is reported but the data set does not contain

obfuscated malicious applications.

Chen et al. [4] performed a detailed analysis on the selection

of opcodes as features. Only important opcodes are selected

and then sequence is formulated. 3-gram opcode sequences are

used. Classification is performed using using Random Forest

and SVM. Authors have stated it clearly that their system is

vulnerable against metamorphic malware samples. Authors in

[6] and [15] extracted opcodes from classes.dex file. Opcode

patterns are used as images and CNN based networks are

used for classification. Authors in [9] worked on raw opcode

sequences extracted from dex files. 1-gram , 2-gram and 3-

gram sequences have been extracted and tested. CNNs are

used for classification.

III. RATIONALE FOR CURRENT RESEARCH

Some existing studies considered the problem of analyzing

the effect of obfuscation on the detection schemes. In this sec-

tion, the proposed system is compared with existing schemes

and the merits of our scheme are discussed. Hammad et al.

[7] have analyzed the effect of obfuscation on the performance

of anti viruses. It is reported that performance of many anti

viruses degrades when obfuscated samples are tested. However

they have not analyzed any particular technique used by a

detection engine which is specifically affected by a certain

obfuscation technique.

Bacci et al. [3] have studied the impact of code obfuscation

on static and dynamic machine learning based techniques.

They have considered opcodes frequency and system calls as

features. It is reported that obfuscation effects the static analy-

sis based methods more adversely than dynamic analysis based

methods. This study is the close to our work , however our

study has specifically focused on the performance degradation

of sequential deep classifiers.

To the best of our knowledge, this is the first work which

has investigated the effect of Code obfuscation schemes on the

performance of deep sequential classifiers given static feature

set. We have explained the effect of each code obfuscation

scheme on the sequential classification systems and have also

reported the performance degradation metrics against each

obfuscation scheme separately.

IV. PROPOSED EVALUATION FRAMEWORK

The purpose of our evaluation framework is to measure

the effectiveness of opcode based analytic system on non-

obfuscated and obfuscated samples. For this purpose an ’op-

code sequence’ based analytic system is designed. The system

extracts opcode sequences from an application and a classifi-

cation engine is trained. The samples for training include non-

obfuscated malware samples. Later code obfuscation schemes

that effect opcode sequences of the android applications are

applied on the malware samples. The resultant obfuscated

data set is then tested on the designed system and accuracy

is measured. The complete experimental setup is depicted in

Figure 1.

This section is arranged as follows. First subsection repre-

sents the design of the opcode based detection system. Second

subsection discusses code obfuscation schemes in detail. Data

set preparation and testing on obfuscated data set is also

discussed in second sub section.

Fig. 1. Evaluation Framework for obfuscated and non-obfuscated applications

A. Design of Opcode based analytic system

Opcodes represent the instructions used in an application.

A sequence of opcodes is a better representative of an appli-

cation’s behavior. Many studies [1] [10] and [4] have created

detection systems based on opcode sequences. In this section

the design details of the proposed opcode based detection

system are discussed. The discussion includes the selected

sources of data for non obfuscated malicious applications, the

process of feature extraction and the application of classifier.

1) Data Set: The malicious and benign applications used

for this study are obtained from CICMalDroid20204 and

Androzoo5 data sets. The data is divided into groups. The

4https://www.unb.ca/cic/datasets/maldroid-2020.html
5https://androzoo.uni.lu/
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TABLE I
RELATED WORK

Paper Name Features Classifier Obfuscation
Tested

Accuracy

Amin et al.[1] dex bytecode bi-dir LSTM No 99.6

Pektas et al. [10] instruction calls LSTM, CNN No 91.6

Chen et al. [4] 3-gram sequences RandomForest No 95.3

Ren et al. [13] dex bytecode DexCRNN N0 93.4

McLaughlin et al. [9] 2-gram,3-gram raw bytecode CNN No 95

first group contains samples of 4 categories; Adware, Ransom,

Banking Trojans and Benign. In the second group data samples

are labeled as malicious and benign only. The purpose of

creating two groups is to verify the effectiveness of Opcode

sequences for classification of 4 class and 2 class problems.

2) Feature Extraction: The features used in this experiment

are opcode sequences. For extraction of opcodes; the apk file

is first disassembled into smali files. After disassembling; the

smali files are parsed for selecting the opcodes. A standard list

of opcodes is used as a reference. Each extracted line from

the smali file is compared with the standard opcode list and

standard opcodes used in the apk are extracted.

The process is repeated for each smali file in the apk. It must

be noted that opcodes are extracted in two formats; one gram

and two grams. Accordingly the experiments are performed

against both type of opcode sequences separately. Also note

that these csvs are maintained and labeled separately for four

class and two class problems.

3) Application of Classifier: LSTMs are an extension of

RNN networks and have shown promising results in prediction

of sequence data. LSTMs are widely used in other domains

like speech recognition very successfully. Qui et al. [11]

analyzed many studies on android malware detection and

found that LSTMs usage with sequential features like opcodes

or system calls traces is efficient for malware classification

and categorization. Therefore LSTMs have been chosen as the

classifier for this study. The input to the LSTM model is the

sequence of one gram and two gram opcodes for an apk. The

length of each sequence varies as different apks have different

number of opcodes.

Keras sequential model is used for the design of classifier.

The sequential model consists of 100 LSTM layers, one

Dropout layer (for preventing over fitting), one Flatten layer

and finally Dense layers. Rectified Linear Unit is used as the

activation function in the Dense layers. The model is compiled

with adam as optimizer and categorical cross entropy as loss

function. The design of classification engine is presented in

Figure 2. The compiled model is then trained on the input

data. In the training phase number of epochs are set to 100

and a batch size of 128 is used.

In order to make our work helpful for other researchers; we

have made the code of our system public 6. The performance

of the system in terms of training and testing accuracy is

discussed in section 4.

6https://github.com/saneeha-amir/Obfuscated-Android-Malware-Detector

Fig. 2. Design of Classification Engine

B. Code Obfuscation

Code obfuscation refers to changing the structure of code in

order to hide the semantics. For this purpose specific classes

and methods need to accessed and changes are to be made. In

order to perform code modifications, the application first needs

to be disassembled. Apktool is a famous tool for disassembling

of apk file. After disassembling of apk, the class files in

the android application are converted into smali files; which

contain assembly language instructions. The code changes are

then made in the smali file. After updating the smali files the

application is repacked and signed.

1) Obfuscation schemes effecting the regular opcode struc-

ture: Many obfuscation schemes effect the code structure of an

application. This study has focused on the obfuscation schemes

that particularly effect the opcode sequences of the apk file.

Different obfuscation schemes are analyzed and the schemes

that particularly effect the opcode sequencing are selected. The

selected schemes include:

• Class encryption
• Junk code insertion
• Control flow Obfuscation
• Code re-ordering

a) Class Encryption: Class encryption is an obfuscation

technique in which the class files of the android application are
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encrypted. In this way the code becomes unavailable for static

analysis. It is the most powerful obfuscation technique[8]. This

technique changes the hash of file and also effects all static

code based analytic methods. Class encryption strongly effects

the opcode based detection scheme as the extracted opcodes

are meaningless due to encryption. DexGuard supports class

encryption. It is a paid tool and is not available for educational

purposes. However PraGurad data set contains obfuscated

samples for class encryption.

b) Junk code-Insertion - Non-functional methods: Junk

code insertion is one the code obfuscation techniques. In

this technique some non-functional code is inserted into the

application. Insertion of non-functional methods is one of the

techniques for junk code insertion. Non-functional methods

may perform some trivial functionality like printing a string.

Addition of these methods do not effect the overall working

but effects the method table in the Dalvik byte code [17]. As

a result the signature of application is also changed. ADAM

is the tool that supports this technique for junk code insertion.

The tool parses the smali files and inserts non functional

methods before the constructor.

c) Junk code-Insertion - ’No Operation’(Nop) Instruc-

tions: Nop is a valid opcode that does noting. It is a trivial junk

code insertion technique. By inserting NOP instructions the

hash of the file is changed. The sequence of original opcodes

is also changed by adding NOP opcodes in different methods.

Obfuscapk[2] is the tool that supports the insertion of NOP

in different methods of applications. This tool parses all the

smali files of the application and inserts a random number (1

- 5) of nop opcodes after a valid opcode in every method.

d) Junk code-Insertion - Over Loaded Methods: Method

overloading is a useful feature of Java programming language.

In order to add junk code inside application; overloaded

method insertion can also be used. The insertion of overloaded

methods change the hash of the application and also effects the

opcode based static analysis systems. Obfuscapk [2] supports

the insertion of overloaded methods. In order to insert an

overloaded method; the classes in each smali file are read. The

methods in the classes are analyzed and overloaded versions

are generated. The overloaded methods have different number

of arguments and void return type. The body of these methods

is then filled with some arithmetic instructions.

e) Junk code-Insertion of Arithmetic Branch: Arithmetic

branch is a path based on the result of some arithmetic opera-

tion. They can be used as Junk code if the arithmetic operation

is never true. Insertion of arithmetic branches changes the hash

of code and sequence of opcodes. Obfuscapk [2] supports the

insertion of arithmetic branches. The tool parses the smali files

and locates the methods which are not abstract. Inside these

methods an addition and remainder operation is inserted. ’if’

condition is applied and a goto instruction is inserted in the

else part which is never taken.

f) Control flow Obfuscation: In control flow based obfus-

cation techniques; the control flow of application is changed by

inserting iterative structures, goto statements or code branch-

ing instructions. All these techniques change the original op-

code sequence of the application. In order to apply the control

flow based obfuscation techniques; application is broken to

smali and then changes are applied and later app is rebuild

and resigned. Obfuscapk , DashO , Allotari are some of the

tools that support control flow obfuscation.

g) Code re-ordering: In code re ordering , the order

of the instructions and methods is changed. As the code is

re-ordered; the hash of the file changes and the sequence of

opcodes also changes. This technique is also applied on the

disassembled smali files. Obfuscapk supports code reordering

obfuscation.

2) Data set for Obfuscated Samples: For the generation

of obfuscated samples DashO and Obfuscapk have been used.

DashO is a commercial tool and only trial version is available.

Obfuscapk is an open source tool and is available on gitHub.

Code reordering, Junk Code Insertion and Control Flow mod-

ifications are applied on the data set using Obfuscapk and

DashO. Samples for class encryption have been obtained from

PraGuard7data set.

3) Testing on Classifier: After the generation of obfuscated

samples; two-gram opcode sequences are extracted against

each sample. A csv file is maintained against each obfuscation

category. Each category of samples is tested against the trained

classification engine and it has been noted that different

obfuscation schemes have different effect on the performance

of the system. The results of testing are presented in section

4.

V. RESULTS AND DISCUSSION

In this section the accuracy of the designed system on

obfuscated and non-obfuscated applications is shown. It has

been observed that opcode sequences are meaningful features

as the system predicts the 4 class category samples with an

accuracy of 92.5 percent and 2 class category is predicted with

an accuracy of 97.2 percent. Hence it can be concluded that

opcode sequences when used with a powerful sequence based

classifier like LSTM forms an efficient malware detection

system. The training and validation accuracy of the system

is presented in Figures 3, 4, 5 and 6.

Fig. 3. One-Gram 2 class Model Accuracy

7http://pralab.diee.unica.it/en/AndroidPRAGuardDataset

047



Fig. 4. Two-Gram 2 class Model Accuracy

Fig. 5. One-Gram 4 class Model Accuracy

Fig. 6. Two-Gram 4 class Model Accuracy

The performance of system on non-obfuscated test data is

shown in table II.

TABLE II
CLASSIFICATION ACCURACY FOR 1-GRAM AND 2-GRAM OPCODES

Type of Data Features
Type

Precision Recall F-Score

Non-Obfuscated 4 class one-gram 0.88 0.87 0.874

Non-Obfuscated 4 class two-gram 0.90 0.91 0.904

Non-Obfuscated 2 class one-gram 0.93 0.935 0.932

Non-Obfuscated 2 class two-gram 0.94 0.95 0.944

The trained system is then tested on obfuscated samples. As

mentioned in previous section that a data set containing obfus-

cated samples was created for testing the designed system. The

data set contains samples for Junk Code insertion techniques,

Code re-ordering, Code encryption and class reordering ob-

fuscation techniques. After the generation of data set; feature

extraction is run on these samples. 2 gram opcode sequences

are extracted from samples against each obfuscation scheme.

The resultant feature set is then tested on the trained LSTM

network. Following evaluation metrics are used for reporting

the performance of designed system on obfuscated samples:

• Accuracy : The percentage of correctly identified both positive
and negative samples

TABLE III
EFFECT OF OBFUSCATION

Obfuscation Technique FPR (False
Positive Rate)

FNR (False
Negative Rate)

Class Encryption 0.83 0.80

JNK(Nop Opcode) 0.16 0.05

JNK (De-Functional methods) 0.30 0.20

JNK (Over Loaded methods) 0.28 0.25

JNK (Arithmetic Branches) 0.16 0.15

Control Flow 0.35 0.27

Code Re-ordering 0.20 0.20

• FPR (False Positive Rate): Rate of incorrectly predicting posi-
tive class

• FNR (False Negative Rate): Rate of incorrectly predicting
negative class

The accuracy obtained with obfuscated samples is shown

in Figure 7. The values for False Positive Rates (FPR) and

False Negative Rates (FNR) are listed in Table III. It has

been observed that the performance of the system is effected

when obfuscated applications are tested. Different obfuscation

schemes effect the working of the system in different ways.

Fig. 7. Accuracy Variations with Obfuscated Samples

The performance of the classification engine is most effected

by class encryption. As complete class is encrypted; therefore

the semantic of opcodes is no longer preserved. So the effi-

ciency of the system drops by a significant percentage. After

class encryption; Control Flow obfuscation effects the working

of system most. Here the opcode sequence is effected by

adding goto statements, for loops and conditional statements.

By adding these structures the opcode sequence is changed and

therefore the efficiency of the system drops by a significant

percentage.

Detection of samples with Code reordering is also effected

by some percentage. Here the data and methods inside the

classes are reordered and hence the sequence is altered.

Junk code schemes of Inserting overloaded and de-functional

methods also effect the schemed by a significant percentage.
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Junk code schemes of NOP insertion and Arithmetic branching

have lesser impact on the efficiency of the system.

It must be noted that 2-gram opcode sequences are used

for testing of obfuscated samples. From these results it can be

concluded that ’opcode sequence’ based detection schemes are

very efficient for the prediction of malicious applications but

when obfuscated samples are supplied; their performance gets

effected. From the results of this study it can be concluded that

static opcode based techniques become less efficient against

code obfuscations.

However we suggest that run time extraction of opcodes

can help in overcoming this problem as many obfuscations

schemes become ineffective when code is analyzed at run time.

For example in case of class encryption; decrypted code can be

extracted and analyzed dynamically. Similarly the control flow

modifications effect the static analysis techniques only as the

change of flow is not actually executed at run time. Same is the

case with arithmetic branch insertions and over loaded method

insertions as these branches and methods are never executed.

Run time extraction and analysis of code can help the analytic

engine to focus on the actual code of the application and can

fade away the effects generated by obfuscation.

VI. CONCLUSION

In this study an ’opcode sequence’ based analytic engine is

designed. The system is trained and tested on non obfuscated

samples and the results are very promising. But it has been

observed that the efficiency of the system drops significantly

when samples with different obfuscations are supplied. From

this study it can be concluded that opcodes are an efficient

feature set specially when used in form of sequence. In order to

formulate obfuscation resilient system, it is proposed that code

based features like opcodes should be collected dynamically

at run time so that the effect of obfuscation is minimized.
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Abstract—So far, physical labor has ensured that the quality 

and quantity of game content match the needs of the game 

community. However, due to the exponential growth of gaming 

population and production costs in the past decade, it is facing 

new scalability challenges. Procedural Content Generation 

(PCG) can meet these challenges by generating game content in 

a fully autonomous or hybrid-led manner. Game level and map 

generation is a sub-field of PCG. In this paper, we summarize 

the ideas and main processes of the procedural generation 

methods of game levels and maps for racing games, platform 

games,  and open world games, analyze the current development. 

Finally, we conclude the cognition and prospects of the 

procedural generation of game levels and maps. 

Keywords—procedural content generation; game levels and 

maps; game artificial intelligence 

I. INTRODUCTION 

Procedural content generation (PCG) [1] is a hot sub-field 
of game AI, which refers to completely autonomous or limited 
human-controlled methods for generating game content. PCG 
can help designers create content and enhance the creativity of 
individual creators, which eliminates the needs of human 
work. PCG can also create a new type of game that does not 
end. Combined with player modeling, PCG can create 
adaptive player games. Through code verification, PCG can 
help researchers understand the designing process and 
creativity. Game content is the key to ensuring the player 
experience, covering levels, maps, rules, maps, plots, items, 
tasks, music, weapons, vehicles, characters and other detailed 
branches. Lisapis et al. [2] have identified six creative areas in 
the game, including levels and maps, auditory effects, visual 
effects, rules, narratives, and the game itself. This paper will 
focus on the procedural generation of game levels and maps.  

Game levels and maps generation is the most popular area 
of PCG so far [3] because in the game, levels and maps are 
equally essential elements as the rules of the game and are the 
main ways to drive players to interact. Different levels and 
maps designed under a fixed game mechanism will change the 
gameplay and player experience. PCG can generate two-
dimensional images of Super Mario Bros. simple platform 
game levels; it can also generate the constrained two-
dimensional space in the Candy Crush Saga, the three-
dimensional huge urban space in the Assassin’s Creed and the 
Call of Duty, and even the two-dimensional fine structure in 
the Angry Birds and the open world based on voxel in the 
Minecraft. At the same time, PCG’s commercial applications 
already exist in the industry, including Rogue and the Dark 
Destroyer series inspired by Rogue, and more recently 
Civilization IV and Minecraft. 

At present, the research hotspot of PCG of levels and maps 
is how to generate diversified or adaptive content in a 
completely autonomous [4] or mixed-dominant manner [5]. 

Content generation technology and content evaluation are two 
key points. In terms of generation technology, the main 
methods currently include technologies based on search, 
solver, grammar, cellular automata, fractal and deep learning. 
Recently, some people have also tried to generate game 
content through reinforcement learning. Due to the 
complexity and subjectivity of the group structure of game 
players and the quality of content may be affected by 
algorithms and their implied randomness, the evaluation of 
generated content is a challenging process at present.  

This paper focuses on the procedural content generation of 
game levels and maps, aiming to summarize previous studies. 
At present, in the field of game levels and maps generation, 
there are few reviews based on the classification of game types. 
Therefore, this paper introduces the current research methods 
according to game types, hoping to combine the existing 
reviews in the current field to have good inspiration for 
readers. 

II. PROCEDURAL GENERATION METHODS 

This paper introduces three classic game types of levels 

and maps generation methods, including racing games, 

platform games, and 3D open world games, including a 

variety of PCG methods. The evaluation methods of 

generating content are mainly based on representation, agent 

testing, and player testing. 

A. Racing Game 

Racing Game is a type of electronic game, which mainly 
competes with the speed of the first person or the third person. 
The reason for choosing to research racing games is that the 
game type can be directly mapped to the real world, which is 
of special significance. Racing games are mainly car racing 
games, as well as some unconventional flying racing games, 
science fiction racing games, and special racing games. 
Taking the car racing game as an example, this paper 
introduces the procedural content generation of tracks. The 
current PCG research on tracks is relatively few, and most of 
the methods are based on search, aiming to pursue diversified, 
personalized high-quality tracks.  

A study [6] has proposed a Cascading Elitism algorithm to 
generate 2D tracks in pursuit of personalized racetrack 
generation. The algorithm is essentially a variant of an 
evolutionary algorithm for multivariate problems. The main 
content of the algorithm is to sort the population individuals 
according to the fitness standard defined for each generation, 
leaving a specified number of individuals, while the others are 
discarded. If there are other fitness standards, the process is 
repeated according to the importance of fitness, and then the 
final surviving individuals are used to supplement the 
population to the initial number through mutation. In the 
whole process, crossover variation is not used. The track is 
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encoded as the sequence of fixed-length fragments. The length 
of each fragment is fixed and limited to three curvatures. Each 
fragment is mutated from a certain probability to other types 
of the fragment. The author defines three fitness degrees 
including progress difference (the difference between the 
actual completion distance and the target distance of the racing 
controller), maximum speed and total progress variance (the 
track with high progress variance is more challenging). The 
racing controller is trained according to the player’s 
performance, and finally the controller can finish the journey 
close to the person used for training on the same track and in 
the same period. Then the performance profile of the 
controller on the track is used as fitness to screen the track 
population, and finally the track that meets the player’s 
technical level is obtained. The result is shown in Fig. 1.  

 

Fig. 1. Three evolved tracks: (a) evolved for a bad player with 
target progress 1. 1, (b) evolved for a good player with target 
fitness 1. 5, (c) evolved for a good player with target progress 
1. 5 using only progress fitness [6].  

Reference [7] has also used the Cascade Elitism algorithm 
to generate 2D tracks, and further pursued personalization 
based on reference [6]. Based on the racing controller in 
Reference [6], the authors improve it to enable it to imitate the 
driving style of players, such as running in the middle of the 
straight road but running near the inner wall in the smooth 
curved road. And the authors change the fitness ranking, 
followed by progress difference, total progress variance, 
maximum speed. Each track segment is represented by two 
control points. The complete track contains 30 track segments. 
The mutation is realized by perturbation of the position of the 
control points. The experiment explores the effects of different 
track coding representations and different mutation operations 
on the generation of tracks. The first method represents the 
track as a set of points in the space. The initial population 
includes the round-angle rectangular track and the track 
generated by the round-angle rectangular track after the 
random walk, and the Gauss mutation method is used to 
disturb the coordinates of points. The second method 
represents the track as a group of points with radial 
configuration under polar coordinates, and the initial 
population is a circular track. The mutation randomly changes 
the distance between the point and the track center, and the 
angle position remains unchanged.  

Cardamone et al. [8] have used interactive evolution to 
generate 3D track in Torcs environment. The authors build an 
online platform in the experiment. Users can participate in the 
process of interactive evolution to generate the track through 
the functions provided by the system. There are two modes of 
track evolution: single-user mode and multi-user mode. In the 
single-user mode, the user fully controls the evolution process 
and defines the fitness of the track by scoring 1-5 points for 
the track or choosing whether to like (like corresponding 5 
points, do not like the corresponding 1 points). In multi-user 

mode, each user participates in scoring for the track, and the 
track fitness depends on the scoring average. In the 
evolutionary process, the racetrack genotype is represented as 
a set of control points in polar coordinates, and the phenotype 
is an ordered list of segments in the Torcs environment. The 
experiment shows that this interactive evolutionary strategy 
can improve user satisfaction and generate a track that meets 
the subjective wishes of players.  

 Loiacono et al. [9] have extended the radial coding method 
of track and combined information entropy to generate 
diversified tracks. The authors discuss the relationship 
between the curvature distribution, velocity distribution and 
the diversity of the track, and put forward the information 
entropy of curvature distribution and velocity distribution as 
two fitness measures of the track. The authors discuss the 
evolution results of the track by maximizing the curvature 
distribution entropy and the velocity distribution entropy, 
respectively, and the evolution of the track by maximizing the 
two at the same time. The genotype of the track is expressed 
as a set of control points in polar coordinates, and the 
phenotype is a second-order Bessel curves sequence. The 
experiment also verifies the influence of different numbers of 
control points on the track generation and tests whether the 
defined fitness is consistent with the player’s experience.  

 A study [10] has proposed technology for real-time 
adjustment of game experience in games. Combining the 
gameplay data from the game and the data provided by the 
sensor, the relevant features are extracted through machine 
learning technology to construct the player model, and then 
the next stage of the track is generated according to the player’ 
s performance. Building a player model includes the following 
processes. Feature extraction, that is, extracting features from 
user input, game output, eye tracker, and head pose of 
corresponding track segments from raw data provided by 
game APIs and sensors. Calculating the performance target, 
that is, the state of the shortest time of the road section is set 
to the best player state, and the characteristics of the best 
player state on the track segment are used as the best 
performance target. Once the player’s time on the track 
segment is shorter, the best performance target will be updated. 
Building a weight model, that is, calculate the weight of each 
feature in each track segment. Then combined with the 
theoretical framework of behavioral analysis, the feature 
subset and three high-level aspects of the user model are 
corresponding, namely experience, exploration and 
physiological attention; Finally, combined with the theory of 
flow, the player’s demand for each section is judged, including 
maintaining the same, easier or more challenging track. The 
track is represented as a sequence of track segments, each 
segment in the algorithm is represented as a nine-order Bessel 
curve. When a simple segment is needed, calculate the mean 
path the player has taken through that segment before. This 
mean path serves as the optimal path to the center of the new 
segment that is created. If the player needs a more challenging 
segment, the difficulty of the road is increased by increasing 
the angle of the curve or the number of turns. 

B. Platform Game 

Platform Game is a sub-category of action games. 
Representative works such as Super Mario Bros. The main 
game mode is to move and pass-through various obstacles on 
the suspended platform in various ways on the 2D plane. The 
game’s environment is usually set with uneven terrain. To 
cross them, players need to manipulate the characters to jump 
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or climb between these terrains. This article will take Super 
Mario Bros. as an example to introduce the PCG of the level 
of the platform game. At present, there are many PCG 
methods at the Super Mario Bros. level, and this paper 
summarizes seven methods.  

Reference [11] has generated levels based on Multi-
dimensional Markov chains (MdMCs) [12]. Generate levels 
in three ways. (1) Generating and testing, that is, simply 
regenerate the whole content until the required constraints are 
met. (2) Discovering and regenerating the part of the illegal 
constraint.  (3) Incremental method, that is, generate and 
check the level part. The level of Super Mario Bros. is 
represented as a two-dimensional array, each cell corresponds 
to a tile, and sentinel elements are added to the left and bottom 
of the level. The constraints include aesthetic constraints and 
playability constraints. Aesthetic constraints mainly refer to 
no damaged pipes. Playability constraints include playability, 
number of pipes, number of gaps, and the maximum length of 
gaps. But not all the three generation methods support all 
constraints. The experiment lists the constraint subsets that 
each method matches.  

Hauck et al. [13] have proposed a levels generation system 
based on graph grammar. The system can extract data from 
the input map, process the data, and finally recombine new 
levels. The level is represented as a graph. Each game tile is 
associated with the nodes in the graph, and the edges of the 
nodes are connected to its adjacent tile nodes. As shown in Fig. 
2, the algorithm includes three processes: structural 
identification, structural matching and level generation. There 
are three inputs in the structure recognition phase, including a 
series of levels, the minimum number of structures to be 
identified and the maximum edge length of the structure. The 
method is to select as far as possible equidistant n non-air tiles 
in the level, create nodes for these tiles, indicating that the tile 
is in (x, y) coordinates, and then expand outward from these 
nodes at the same time. The end condition of the expansion is 
to collide with other structures or reach the maximum edge 
length. After the end of the expansion, a connector node is 
created for each structure and is placed in the (x, y) position 
of the opposite collision structure node. The structure 
matching stage evaluates which institutions can be connected 
through the structure consistency and accessibility, in which 
the structure consistency is determined by the location of the 
connector, and the accessibility is verified by the reachability 
concept [14], forming a list of each structure that can be 
connected to other structures, and the probability distribution 
can be set. In the level generation phase, generate new levels 
based on the syntax obtained in the previous two phases. There 
are two constraints in this phase. The first is the availability of 
connector nodes (ensure at least one entry point for 
substitution at every step of the generation). Second, 
preventing the overlap of a new joining structure with a 
structure joined at a previous step of the generation. For the 
second constraint, the authors discuss whether the overlap of 
air tiles is regarded as an illegal constraint and analyze the 
experimental results.  

Green et al. [15] have used the FI-2Pop [16] evolutionary 
algorithm to focus on the generation of playable levels similar 
to input levels in the pass action sequence. Mario agent will 
trigger actions when playing games, such as jumping, eating 
gold coins and so on. The genotype of the level is encoded as 
the action sequence corresponding to the contained scene. The 
experiment uses both crossover and mutation for level 

evolution. Crossover allows the exchange of any number of 
scenes between checkpoints. Mutation refers to the operation 
of adding or deleting the scene and changing the structure of 
the scene. Playability is guaranteed by the threshold of 
average completion of the agent after running N times on the 
level. Playability depends on the average completion degree 
of the agent after running N times on the level. The similarity 
is measured by comparing the error between the input action 
sequence and the agent’s actual action sequence. Errors 
include missing action and redundant action. The fitness 
function is proposed from two aspects of errors, and finally 
generates playable levels similar to the input level in the 
sequence of the pass actions. 

 

Fig. 2. The three main stages of the proposed system [13].  

 Summerville et al. [17] used Long Short-Term Memory 
networks (LSTMs) [18] to generate Mario levels. As shown 
in Fig. 3, the input layer of the network is composed of one-
hot vector encoding, and each kind of tile has a unique 
encoding. The authors consider three factors in the generation 
process, including the route to generate the tiles: bottom-to-
top or snaking generation, whether the training set contains the 
player’s pass path, and whether column depth information is 
considered in the training process. The authors train the 
generator networks for each of the eight scenarios and test 
their prediction accuracy on the test set. Among them, The 
Snaking-Path-Depth has the lowest error. At the same time, 
the experiment also shows that including the player’s pass 
path in the training set can improve the playability of the 
generated levels.  

In Reference [19], the idea of the LVE algorithm [20] was 
introduced into the generation of levels, and CMA-ES [21] 
was used to explore the potential vector space in the GAN 
network [22] to generate the levels with the specified attribute 
target. As shown in Fig. 4, the method is divided into two 
stages. Firstly, the GAN network is trained using the existing 
Mario levels, which are encoded into two-dimensional arrays. 
After the generation network training is completed, the 
exploration process of the potential space is placed under the 
CMA-ES evolutionary control, and the fitness function based 
on the representation, and the fitness function based on the 
agent test are used to generate levels with specific properties. 

Fontaine et al. [23] have used the most advanced quality 
diversity algorithm (QD) [24] to explore the potential vector 
space of GAN (DCGAN) and generated a high-quality set of 
levels with different eigenvalues of specified feature 
dimensions. The authors use three quality diversity algorithms 
include MAP-Elite [25], MAP-Elite (line) [26] and CMA-ME 
[27], Random and CMA-ES [28] methods to explore the 
potential vector space. The generation targets are set based on 
representation, agent test, KL divergence [29], and the 
generators are evaluated for different targets. The evaluation 
indexes include the percentage of playable cards, expression 
range, QD-Score [30], and more. The experimental results 
show that QD algorithms MAP-Elite, MAP-Elite (line) and 
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CMA-ME are superior to CMA-ES and random search in 
finding high-quality scenarios with specified attribute 
dimensions. In addition, CMA-ME is superior to other test 
algorithms in the diversity and quality of generated scenes, as 
is shown in Fig. 5.  

 

Fig. 3. Graphical depiction of our chosen architecture. The 
green box at the bottom represents the current tile in the 
sequence, the tile to the left the preceding tile, and the tile to 
the right the next tile. The tile in the top orange box represents 
the maximum likelihood prediction of the system. Each of the 
three layers consists of 512 LSTM blocks. All layers are fully 
connected to the next layer [17].  

 

Fig. 4. Overview of the GAN training process and the 
evolution of latent vectors [19].  

 Sarkar et al. [31] have used VAE (CVAE) to generate 
Mario levels. The experiment uses binary vector coding 
conditional labels to control the game elements and design 
patterns contained in the generated results. For game elements, 
the length of the conditional label vector is 5, which 
corresponds to five game elements: enemy, pipeline, coin, 
fragile brick and question mark brick, respectively. 0 / 1 
represents the absence/existence of game elements. For SMB 
design patterns, the authors pick 10 such patterns based on the 
23 described by Dahlskog and Togelius (2012), such as 
Enemy Horde (EH): a group of 2 or more enemies, Gap (G): 
1 or more gaps in the ground. Each input data involved in 
training CVAE is associated with a label vector. Then the 
potential variables of random sampling and the associated 
conditional labels are input into the trained decoder, which can 
realize the controllability of generating level fragments. This 
method can also be used to mix different platform games. 

Open World Game 

Open World game, also known as Free Roam, is a kind of 
game level designed in which players can freely roam in a 
virtual world and freely choose the time and way to complete 

the game task. This section will introduce the application of 
PCG in open world maps from three aspects: terrain, 
architecture and cave.  

 

Fig. 5. Mario scenes returned by the CMA-ME quality 
diversity algorithm, as they cover the designer-specified space 
of two level mechanics: number of enemies and number of 
tiles above a given height. The color shows the percentage of 
the level completed by an A* agent, with red indicating full 
completion [23].  

 Frade et al. [33] have proposed a new technique, Genetic 
Terrain Programming based on the evolutionary design with 
GP allow game designers to evolve terrains according to their 
aesthetic feelings and desired features. The developed 
application produces Terrains Programs that will always 
generate different terrains, but consistently with the same 
features (e. g. valleys, lakes). The terrain is represented as a 
heightmap. Each GP individual is a tree composed of 
mathematical functions and heightmaps as terminals. Some 
terminals depend upon a Random Ephemeral Constant (REC) 
to define some characteristics, such as inclinations of planes 
and sizes of the geometric figures terminals. All these 
terminals depend upon a random number generator, which 
means that consecutive calls of one TP will always generate 
different terrains. The population size of evolution and when 
to stop evolution can be artificially controlled. The initial 
population is randomly generated, and the designer can 
perform mutation and crossover operations. The individual 
leaving completely depends on the designer. The generator 
can eventually generate aesthetically attractive terrain and 
terrain with specific features.  

 Reference [34] has proposed a method of building 
generation using architectural profiles based on answer set 
programming. The architectural profile is a kind of semantic 
specification, which restricts a building solver in a declarative 
way. The method extends the framework of general building 
solvers. The general building solver considers tiles, adjacent 
conditions between building tiles, and validity constraints. 
The method proposed by the author extends the framework of 
the general building solver: the products of the general 
building solver are taken as stage products, and these products 
are defined as shapes, which can be further combined into 
complex buildings. Compared with the general building solver, 
the method in this paper pays more attention to the placement 
of shapes in the input space. The architectural profiles consist 
of five parts. (1) Tiles: Each tile has architectural meaning, 
such as walls, windows and doors. (2) Adjacency Conditions: 
Semantics is also defined on the adjacencies between tiles, 
expressing the meaning of how tiles may relate to each other. 
(3) Shapes: The central concept of an architectural profile is a 
shape, defined as a connected cluster of tiles. (4) Shape 
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adjacency conditions: If two tiles in two shapes can be 
connected, then the two shapes can also be connected. (5) 
Architectural validity constraints: it can help steer the 
generation process towards the domain of plausible and 
feasible architectural models through traversability, gravity, 
and density constraints. Finally, the architectural profiles are 
transformed into logical constraints, and the model is 
generated by the solver.  

 Freiknecht et al. [35] have presented a program generation 
method for multistory buildings that contain stairwells and can 
be traversed. Each building contains a set of rooms connected 
by doors or stairs and is equipped with windows. The building 
generation process is divided into object model construction 
and 3D model generation. Object model building includes the 
following steps. (1) Design the building shape. (2) Choose the 
stairwell type. (3) Place the stairwell: Determine the location 
of stairwells by the optimal fitting algorithm in the vertical 
shared area of all floors. (4) Place rooms: The algorithm 
automatically places enough initial rooms with a reasonable 
layout at each floor shape vertex or subdivision vertex. (5) 
Expand rooms: Loop to expand each initial room to determine 
the final size of each room. (6) Find the longest corridor: Find 
the longest path connecting with the stairwell and connecting 
all rooms. (7) Then extend the path to a polygon. If the 
corridor does not need to connect the exterior wall, delete the 
last edge of the polygon in turn until the deletion will reduce 
the number of connected rooms and reach the final state. (8) 
Merge corridors and stairwells. (9) Add Windows and doors: 
According to the topology of the building, the location, size 
and adjacency of the room, the building adds the outer door, 
the inner door, the outer window and the inner window in turn. 
(10) Calculate the roof area: Calculate the roof area for each 
floor of the building and specify the type of roof for each roof. 
The 3D model generation process converts the room 
information, stair information and roof information contained 
in the object model into a building model with specified 
quality. In this process, the author modifies the index group of 
common grid structures to promote the texture of the grid. 

Mark et al. [36] have proposed a modular pipeline to 
generate underground caves, which includes structural 
components, cave generator and renderer. Structural 
components use the L-System to generate a set of overall 
structural points of the cave. In this process, the authors reduce 
the self-similarity of the generation structure by longer 
production rules and fewer rewritings, and introduce the 
ability of randomly generating production rules to improve the 
expression ability of the generator. At the same time, the 
random process is constrained to retain the reliability of the 
generation process. Then, a certain proportion of dead alleys 
are linked by curves, and the tree structure is changed into the 
cave structure. The cave generator uses a twisted metaball to 
move at the structural point of the cave to build a real cave 
tunnel. Then, based on the noise value computed for each 
voxel, placement points are found for stalactites and 
stalagmites, and objects are grown at these locations by 
cellular automata. The renderer converts the volume of the 
cave voxels into 3D geometric data by the Marching Cube 
algorithm, then calculates the grid normal by sampling the 
density value of the adjacent voxels, and smoothes the surface, 
and then applies the texture to the UV-free program grid by 
using three-sided projection to produce results comparable to 
those in the real world. At the same time, it can adjust the 
parameters of the shader and modify the style of the 3D cave 
greatly.  

III. CONCLUSION 

 This paper summarizes sixteen methods of generating 
levels and maps for racing games, platform games and open 
world games, and describes the ideas and central processes of 
these methods. Here is a summary of the main content. 

A. Racing Game 

In this paper, the method of generating racing game levels 
is mainly for the track generation of car racing games. At 
present, there is not much research in this area. The generation 
method is mainly based on search, and the core is the 
evolutionary algorithm. Personalized tracks are generated by 
combining direct player modeling or indirect player modeling, 
and diversified tracks are generated by combining information 
entropy. This paper thinks that more research should be 
devoted to the generation of the track because car racing 
games can directly map to real activities. Optimizing players’ 
behavior in the game through a personalized track can also 
promote real driving behavior. In terms of track generation 
technology, we think it can be developed from three aspects. 
First, the track height variable should be considered in the 
generation process because the track height gap is an 
important factor for a good experience. Second, there are a lot 
of tracks in the real world, and we can develop a tool to restore 
the track according to the track image. Thirdly, more accurate 
track quality evaluation methods should be found from 
different perspectives. 

B. Platform Game 

The methods for the generation of platform game 

checkpoints are aimed at the generation of Super Mario Bros. 

levels in this paper. The seven methods are based on search, 

graph grammar, and machine learning methods to generate 

playable, like the input levels or generate diverse levels. Most 

of these methods have a certain degree of versatility in the 

generation of platform game levels. From the trend point of 

view, the generation method gradually moves closer to deep 

learning. But deep learning doesn’t seem to capture the 

functional needs and aesthetic attributes of a level very well. 

Although some studies have considered the constraints of 

playability and aesthetic attributes, the generated levels still 

cannot meet the commercial standards, and there are still 

unplayable parts or wrong tiles in the levels. Therefore, this 

paper argues that after the generation of levels, it should also 

go through a repair link to repair the functional and aesthetic 

attributes of customs and promote its commercialization 

process. However, there are few studies on this point and 

need to be studied. 

C. Open World Game 

 About the method of open world game maps generation, 
this paper introduces the terrain, architecture and cave 
generation to supplement the integrity of the article. The 
generation method is mainly based on search, fractal, solver 
and cellular automata. Although it is not detailed in the 
description of this paper, the generation of open world game 
maps is also a field with great potential. 

Finally, the following is the understanding of the PCG 
process of game levels and maps. (1) First, we must determine 
the basic objectives of the content we want to generate, and 
this paper argues that includes three aspects. The first is the 
pursuit of high-quality generated content. In this process, the 
versatility of the method is not considered, and the game 
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content is devoted to generating extreme aesthetics and 
meeting functional requirements. The second is to pursue the 
general method of generating the content, including two 
aspects. To introduce the method ideas of other fields into 
PCG, or to propose new methods to generate the same type of 
game content from the game content, such as generating the 
Mario levels according to the existing Mario levels. Third, 
look for relationships between different types of game content 
and generate different types of game content from the existing 
game content, such as generating game scenarios based on 
music. (2) According to our basic goal, we determine the 
representation method of game levels and maps. In this 
process, if we refer to the construction method of the mapping 
object of the game content in the real world, it may benefit to 
construct a more appropriate representation method. (3) Based 
on the first two stages, it can be combined with other fields 
such as player modeling to achieve a fully autonomous or 
mixed-dominant game content generator for a diversified or 
personalized generation. Among them, the diversification 
goals include generating controllable attribute levels, similar 
levels to input ones, and the interpolation expansion of 
discretely distributed levels to make them relatively 
continuous levels space. There are two kinds of personalized 
performance. One is real-time adjustment according to the 
player’s performance in the game round. The other is to 
provide users with appropriate levels and maps outside the 
round based on diversity generation. In the future, we believe 
that PCG can be widely used in game development in industry, 
and industry and academia will work together to promote the 
development of PCG, and create high-quality games in which 
all aspects of game content are interrelated procedurally. 
Moreover, PCG can be combined with the Metaverse to shine. 
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Abstract— A wafer bin map consists of a local chip containing 
key information and a global chip present in all patterns. The 
defect pattern shows a specific pattern shape on the wafer bin map 
and is defined based on the existing area information. Global 
information is not differentiated from local information in 
classification problems and is recognized as a major characteristic, 
so it affects the identification of the characteristics of defective 
patterns. In preparation for this, a method of extracting key local 
information has been proposed. In this paper, we propose a Skip 
Connections Denoising Autoencoder-based methodology to 
extract regional information of defect patterns. Randomly 
distributed chips are recognized as noise by defining anomaly 
scores based on the probability of each chip appearing in the wafer 
bin map. We propose a data transformation and reconstruction 
methodology for extracting local information based on the 
anomaly score, which is an uncertainty score index. Through the 
proposed methodology, it was confirmed that the main 
information that could not be extracted from the convolutional 
neural network (CNN) was extracted, and it was confirmed that 
the method proposed in this paper for WM-811K data is superior 
to the existing method. 

Keywords— Semiconductor manufacturing process, Defect 
pattern recognition, Data augmentation, Anomaly localization, Skip 
connections denoising autoencoder 

I. INTRODUCTION 
 

A wafer produced through a thin substrate for making an 
integrated circuit. Thousands of integrated circuit (IC) chips are 
obtained from wafer, and actual wafers are produced through 
several steps such as etching and surface polishing [1]. 

The processed wafer goes through the Electrical Die Sorting 
(EDS) process, which verifies that the chip reaches desired 
quality level through electrical property inspection. In 
semiconductor manufacturing process, chips consist of binary 
value that indicate each die are classified as defective or normal. 
When defect dies are concentrated in a specific area and show a 
certain pattern occur, the label of the defect pattern is defined 
[2]. 

Fig. 1 shows eight WBM defect patterns and one normal 
pattern defined in the last stage of the manufacturing process. 
Among the defective patterns, the center is caused by surface 
polishing, and the edge-loc is caused by misalignment between 

layers [3]. If the defect pattern is accurately classified, the 
frequency of occurrence of defects can be reduced by identifying 
the causal factors that contributed to the occurrence of defects 
during the process. 

To identify the cause of WBM patterns, deep learning based 
method for extracting features are being attempted. It learns 
common information and classifies labels based on learned 
image characteristics. Since the existing deep learning-based 
defect pattern classification method uses all chip information of 
WBM, it has a limitation in learning common chip information 
appearing in multiple defect patterns as main information of 
each defect patterns. 

 

 
Fig. 1. Wafer bin maps by defect types 

 

In this paper, we propose a regional information extraction 
methodology for each label of the defect pattern of WBM. As  
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Fig. 2. Significant chip information in Edge-Loc pattern 
 

shown in Fig. 2(a), common global information is removed 
regardless of the characteristics of the defect pattern. 

Our paper is organized as follows. Section Ⅱ review related 
studies, and in Section Ⅲ, describe the structure of method for 
classifying defect patterns based on local information extraction. 
In Section Ⅳ, the performance of the proposed method is 
verified by conducting an experiment and describes the 
conclusion in Section Ⅴ. 

II.RELATED WORK 
 

The purpose is to classify defect patterns by extracting only 
regional information representing defective patterns from the 
WBM. To learn the important characteristics of each pattern, 
consider main information without high uncertainty information. 

This paper assumes that global information is an anomaly 
element. We introduce existing research on image anomaly 
detection method, feature extraction-based method and 
convolutional neural networks (CNN). 

A. Image Anomaly Detection 
 

In order to detect anomaly information in the image, only 
normal images are trained. Autoencoder (AE) learns by reducing 
the dimension of the input image through a bottleneck structure 
and then restoring it. An abnormal image entered for test, 
restored image only reflect the normal image feature. The 
reconstructed image is different from the abnormal image used 
as an input value 

Problem of classifying images containing anomalous 
information, it is determined whether the image is anomaly as 
shown in Fig. 3 based on the difference from the generated 
image [4]. 

Fig. 3 show the framework for anomaly detection, finding 
difference between the input value x and the output value x’, 
threshold classify normal and abnormal. When the AE is trained 
using only normal data, a high error value is emitted for 
abnormal. Since the error value is larger than the set threshold, 
it can be classified as abnormal. 

B. Feature Extraction-based Method 
 

Denoising Autoencoder (DAE) learns noisy image by 
removing noise and extracting more features. Recently, a study  

 
Fig. 3. Image anomaly detection using autoencoder 

 
of classification by applying DAE method to extract features of 
wafers has been conducted [5]. This paper conducts Stacked 
Convolutional Sparse Denoising Autoencoder (SCSDAE) to 
filter noise on the wafer surface. However, the method 
compresses and classifies the features of the training data 
through a layered structure, an overfitting problem occurs in the 
training data. This has a limitation in misclassifying data with 
noise or deformed data. 

To solve this limitation, using skip connection technique was 
proposed. It does not learn details such as global information and 
noise in image. It learns without a bottleneck structure that stores 
dimensionally reduced features and delivers uncompressed 
information to decoder [6]. AE framework with skip connection 
structure shows good performance in removing noise from the 
image and obtaining key information. 

III. METHOD 
 

In this paper, we propose multi step learning model for 
regional information extraction of WBM. Step 1 is the process 
of extracting main features from images including noise and 
global information using Skip Connections Denoising 
Autoencoder (SCDAE). In step 2, anomaly score is calculated 
using the distance similarity between pixels of the existing 
WBM. In the last step, an image is generated based on anomaly 
score and CNN is trained to classify labels. 

 
(a) Local pattern reconstruction result 

 

 
(b) Center pattern reconstruction result 

Fig. 4. Reconstruction result using SCDAE 
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Fig. 5. Pipeline of proposed resampling method using SCDAE 
 

A. SCDAE based Feature Extraction 
 

WBM include regional and global chip information. Each 
chip has a binary value by setting a threshold value based on the 
pixel value of WBM that has completed the EDS process 

The existing WBM pattern classification model was trained 
by reflecting all chip information in the data. This means that 
global information is also judged as important information and 
learned in the learning process. 

Proposed method extracts an image 𝑥 is created by adding 
Gaussian noise to the input data. 𝑥 provides additional random 
information to remove global information. After that, it learns 
by comparing 𝑥 with the input x through the SCDAE model. 

To extract local feature, add random noise to all data. Each 
pixel value with consecutive values in the range [0, 1]. 
Information from the front part of the encoder is transmitted to 
the decoder through the skip connection, and only major 
regional information that can be intuitively identified is learned. 
Through the learning process, image 𝑥  including main 
information can be obtained as shown in Fig. 4. Fig. 4 shows the 
results of extracting the features of Local and Center patterns by 
applying SCDAE. Through this, it can be confirmed that the 
global chip information to the two defective patterns is removed, 
and local region information that can define the pattern is 
extracted. 

 
B. Similarity based Image Generation 

 
The generated image 𝑥  is the result value of p(x|𝑥) that 

follows a stochastic distribution for the image x to which noise 
is added during the learning process of SCDAE. In the learning 
process, values other than local information are removed to have 
a small value. Therefore, an anomaly score for the importance 
of each chip can be defined as in Equation 1. 

 
                     𝐴𝑛𝑜𝑚𝑎𝑙𝑦 𝑠𝑐𝑜𝑟𝑒 = 1 − | 𝑥 −  𝑥  |             (1) 
 

Based on the anomaly score defined in Equation 1, it is 
possible to determine the critical information of each chip in the 
WBM. Since the anomaly score is based on the difference 
between 𝑥 and 𝑥 , the chip information removed that has a high  

 
 
value. This mean that it is insignificant information of the defect 
pattern. 

A. Stepwise Method for Classification 
 

The proposed method is a stepwise process as shown in Fig. 
3. 𝑥  generated based on the threshold value includes area 
information of the WBM defect pattern. 𝑥  not include 
information on chips with low importance. 

The structure for each stage learned from data containing 
only local information contains only the main information of 
each defect pattern. Therefore, when new data is entered, the 
chip corresponding to global information is judged to be 
insignificant information and has a low probability value.  

Last stage CNN consider WBM local location information 
together. Since the generated image reflects only local 
information, it learns location information and features for each 
bad pattern through CNN. 

IV. EXPERIMENTS 
 

A. Data Description  
 

WM-811K used to classify defect patterns in WBM [7]. 
WM-811K consists of Center (2.5%), donut (0.3%), Edge-Loc 
(3.0%), Edge-Ring (5.6%), Loc (2.1%), Random (0.5%), 
Scratch (0.7%), Near-Full (0.1%) defect pattern. 

8 types of defect pattern are used except the None pattern in 
Fig. 1 to perform verification to extract the main features of the 
defect pattern. Total of 17,625 data is used, 13,128 are used as 
training and 4,407 are used as test. 

 
B. Wafer Map Classification Accuracy 

 
For the performance evaluation of a model with image 

reconstructed by SCDAE as an input, accuracy is used for image 
classification model performance evaluation. Each index of the 
evaluation matric indicates the following. TP (True Positive) 
and TN (True Negative) in Equation 2 are cases in which labels 
are correctly classified. FP (False Positive) and FN (False 
Negative) are indicators indicating the result of classification 
differently from the actual label. The combined accuracy 
represents the percentage of correctly classified labels for the 
entire data. 
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      Accuracy =  

 
 

  (2) 

 
Among the 8 types of defective patterns presented in Fig. 1, 

8 types of defective patterns excluding normal patterns are 
classified by applying the proposed model. 

 
TABLE Ⅰ. CLASSIFICATION ACCURACY 

Model CNN AE 
CNN 

DAE 
CNN 

Proposed 
Method 

Center 99 100 99 100 

Donut 93 77 92 94 

Edge-Loc 85 91 88 95 

Edge-Ring 97 94 98 98 

Loc 83 90 83 83 

Near-Full 92 85 98 100 

Random 87 4 93 93 

Scratch 63 63 73 73 

 
Table Ⅰ shows the results of classifying 8 types of defect 

patterns by applying 4 types of method including the proposed 
model. All CNNs included in the four methodologies have the 
same structure. 

Based on the accuracy of the proposed method, Donut, 
Edge-Loc, Edge-Ring, Near-Full, and Scratch patterns showed 
higher performance than the existing methodologies and showed 
similar performance for three defective patterns. This is a result 
showing that the proposed method extracts the local information 
of the wafer bin map defect pattern well and the model shows 
robust characteristics against new data. 

V. CONCLUSION 
 

The method proposed in this paper is to classify defect 
patterns by extracting regional information from the WBM. 
Related research has limitations in applying the deep learning 
method that reflects all chip information in the WBM. 
Inconsequential information for each defect pattern was also 
considered, resulting in confusion among some patterns. 

SCDAE is an object localization methodology that used to 
extract local information of WBM defect patterns. Through this, 
an anomaly score was defined to generate an image including 
major features for each defect pattern and to define global 
information that could be generated from a new input value. 
Based on the uncertainty, global information was removed and 
data reflecting only the main information of the defect pattern 
was generated. Afterwards, it was confirmed that unique 
regional information for each defect pattern was extracted for 
new data through the learning process. Through this, it was 

found through performance that it is possible to robustly classify 
the deformed data or the data with added noise. 

The main information extraction-based learning method 
proposed in this study confirms the main characteristics of each 
defect pattern and contributes to identifying the cause of the 
defect. Through this, it is possible to define the main 
characteristics of each defect pattern, and it is possible to easily 
classify the defect patterns collected in the future process. 
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AbstractÐBody segmentation is an important step in many
computer vision problems involving human images and one of the
key components that affects the performance of all downstream
tasks. Several prior works have approached this problem using
a multi-task model that exploits correlations between different
tasks to improve segmentation performance. Based on the success
of such solutions, we present in this paper a novel multi-
task model for human segmentation/parsing that involves three
tasks, i.e., (i) keypoint-based skeleton estimation, (ii) dense pose
prediction, and (iii) human-body segmentation. The main idea
behind the proposed Segmentation±Pose±DensePose model (or
SPD for short) is to learn a better segmentation model by sharing
knowledge across different, yet related tasks. SPD is based on
a shared deep neural network backbone that branches off into
three task-specific model heads and is learned using a multi-task
optimization objective. The performance of the model is analysed
through rigorous experiments on the LIP and ATR datasets
and in comparison to a recent (state-of-the-art) multi-task body-
segmentation model. Comprehensive ablation studies are also
presented. Our experimental results show that the proposed
multi-task (segmentation) model is highly competitive and that
the introduction of additional tasks contributes towards a higher
overall segmentation performance.

Index TermsÐcomputer vision, segmentation, human body
parsing, multi-task learning

I. INTRODUCTION

In recent years, great progress has been made in the field of

computer vision. Modern generative models, such as GANs,

have made it possible to generate photorealistic images with

convincing visual quality. Much research is also focused on the

application of such models. One such challenge is the gener-

ation of photorealistic images of people in desired clothing or

the problem of virtual try-on [1], [2]. Such applications have

great potential for use in online clothing stores and enhance

the user experience of online shopping. With the development

of deep neural networks, there has also been a great leap in the

field of semantic segmentation [3], [4]. However, there is still

much room for improvement in certain areas, such as human

body segmentation. Currently, the best segmentation models

still do not perform as well as they should for applications

such as virtual clothing try-on. Most of the problems with

current models are caused by images taken under less than

ideal conditions and partially obscured views of the subject.

A significant amount of research has been conducted re-

cently to improve such models by using additional information

† First authors with equal contributions.

Fig. 1. This example shows that the pose and dense pose subtasks provide
helpful contextual and structural information about the human body. The
second image shows the segmentation mask produced by our multi-task model
containing segmentation and pose estimation tasks. The third image shows the
segmentation mask created by our multi-task model with the additional task
of dense pose estimation. We can see that the additional task of dense pose
estimation significantly improves the segmentation performance.

to drive and support segmentation models. By providing

additional contextual information, it is assumed that the model

may obtain a better understanding of the image content

and human anatomy. Existing work is, therefore, looking at

combining segmentation models with other related tasks in

so-called multi-task architectures. Most commonly existing

models include pose estimation as a supporting task, e.g.,

[5]. Previous research has also shown that using a multi-task

learning contributes to the quality of human segmentation.

Based on this insight, we explore in this paper additional

possibilities for extending this type of models with additional

tasks that could further aid the segmentation process.

While most existing work includes pose estimation as a

supporting task, our work focuses on improving the quality

of segmentation results by utilizing an additional task. To this

end, we propose a new architecture of a multi-task model that

includes the task of inference of skeletal position or posture

and dense pose in addition to the task of body segmentation.

To this end, we propose a novel multi-task segmentation model

called SPD, which considers all three tasks. The letters in the

name represent each task: S ± segmentation, P ± pose, and

D ± dense pose. We propose a multi-task architecture based

on a shared backbone neural network using three specialized

branches on top, one for each of the selected tasks. The

purpose of such an approach is to improve the segmentation

task. We evaluate the proposed model on the LIP and ATR

dataset and report highly encouraging results. We also perform

extensive ablation studies to support our hypothesis that adding

tasks improves the overall performance of the model.

The main contributions of this paper are:

• We present SPD, a novel multi-task model for human

body segmentation that includes pose estimation and
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dense pose prediction tasks.

• We show that adding additional tasks improves perfor-

mance for the primary task.

II. RELATED WORK

One of the more specialized application domains of seman-

tic segmentation is the segmentation of the human body and

clothing. The need for such segmentation algorithms arises

from the requirements of various vision systems related to

human image analysis, such as virtual clothing try-on [1],

[2] or re-identification [6]. Recently, much research has been

done on human segmentation [7]±[9] using deep convolutional

neural networks. The disadvantage of these models is that they

do not take into account the structure or anatomy of the human

body, so the segmentations often contain errors that are un-

reasonable from a human perspective.A considerable amount

of research has, therefore, focused on solving this problem

by incorporating additional information into the segmentation

procedure related to body posture and anatomy.

One way to introduce supporting information to the model

is the multi-task learning approach, where the model is si-

multaneously trained to solve multiple tasks. Due to the good

results in recent years, multi-purpose learning has been widely

used in various natural language processing and computer

vision applications [10]±[12]. Gong et al. [5], for example,

proposed a model that predicts semantic segmentation masks

and estimates body joint positions based on the generated

segmentation map. The model is optimized based on the

quality of both the segmentation map and the joint locations to

ensure it learns a semantically consistent representation of the

human body. Liang et al. [13] build on this approach by using

a common base network, followed by two smaller modules,

specialized for joints estimation and semantic segmentation.

The modules are built in a two-stage coarse-to-fine manner

and share the intermediate coarse results. The proposed model,

called JPPNet, achieves impressive results and outperforms

previous work in a convincing manner. However, there is still

room for improvement in the model’s body representation,

as some structural flaws persist. Given the promising results,

we explore the potential of introducing an additional task in

improving the final semantic segmentation result.

III. METHODOLOGY

We propose a multi-task model, called SPD, for human

body parsing that is learned based on three distinct tasks:

segmentation mask generation, keypoint-based pose estima-

tion, and dense pose prediction [14]. The model is inspired

by the success of existing multi-task models, such as JPPNet

[13], that have been shown to ensure competitive performance,

while also exhibiting desirable architectural features.

A. Model Overview

Fig. 2 shows the basic architecture of our model, which

consists of a backbone feature extractor and three distinct

branches: (i) one for human body segmentation, (ii) one for

key-point based pose estimation, and (iii) one dense pose

Pose
module 

Dense pose
module 

Segmentation
module Input

Pose
refinement 

Segmentation
refinement

Loss
function 

Pose branch

Segmentation branch

Dense pose branch

Backbone

Fig. 2. High-level architectural diagram of the proposed SPD model. The
common ResNet backbone of the SPD model is shared between three spe-
cialized model branches designed specifically for human body segmentation,
skeleton/pose prediction, and dense pose estimation.

prediction. The main goal of the model is to ensure efficient

body part segmentation, so the segmentation branch is treated

as the main component of the model, whereas the remaining

two branches perform auxiliary tasks. The main backbone

model common to all tasks is a ResNet-101 [15] deep residual

network, which consists of 101 convolutional layers arranged

across 5 residual blocks. In the SPD model, part of this

backbone is shared between the three branches, which acts

as a link between the three considered tasks.

The three branches allow for the definition of three separate

learning objectives, i.e., one per tasks, that are then used jointly

to learn the model. Specifically, the overall loss function used

with SPD is calculated as a weighted sum of the three task-

specific losses, i.e.:

L = λsLs + λpLp + λdLd, (1)

where λs, λp and λd are balancing weights corresponding to

the segmentation loss Ls, the keypoint-based pose loss Lp,

and the dense-pose loss Ld, respectively . Empirically, we

chose a higher weight for the segmentation part of the loss

function and lower values for the other two tasks to ensure that

the segmetnation task is given preference in the optimization

procedure. We set λs = 1, λp = 0.8 and λd = 0.6 based on

preliminary experiments to provide a good trade-off between

the three tasks. The individual loss functions are presented in

the following subsections.

B. Segmentation Branch

Usually, only information from the ground truth segmenta-

tion masks is used to learn the task of segmenting individuals.

In our approach, we also incorporate contextual information

of the skeleton directly into the segmentation network. Fig. 3

shows a high-level overview of the components in the segmen-

tation branch. As can be seen, the output of the fifth residual

block is used as the initial representation for the segmentation

barnch. To generate the an initial estimate of the segmentation

mask, an additional layer of Atrous Spatial Pyramid Pooling

(ASPP) is used on top of the extracted ResNet features.

ASPP performs multiple convolutions over the input data at

different sampling rates and mask sizes, capturing objects and

contextual information at different scales. In parallel to the

ASPP component, we create what we call segmentation context
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Fig. 3. Overview of the segmentation branch of the SPD model. The branch
consists of two parts, where the first generates an initial segmentation result
based on features produced by the backbone model, whereas the second refines
this initial estimate using different types of input information - also from other
branches.

by processing the output of the fifth residual layer through

two additional convolutional layers. This context is later used

in the second stage of the segmentation branch along with

other sources of information to further refine the segmentation

results.

The refinement network in the second part of the segmen-

tation branch takes the segmentation context as well as the

initial (rough) estimate of the segmentation masks as input

and combines these inputs with what we call pose context - a

representation generated by the pose estimation branch of the

model. This is followed by four levels of convolutions with

the purpose of capturing the local context and learning the

key connections between the pose and segmentation contexts.

The result of these convolutional layers is reshaped and

passed through another ASPP component. This last ASPP

component, thus, generates the final segmentation masks. The

segmentation loss defined on top of this branch is expressed

in terms of pixel-wise softmax cross entropy, i.e.:

Ls =
1

M

K
∑

k=1

M
∑

m=1

ykm × log(hθ(xm, k)), (2)

where M is the number of samples, K is the number of

segmentation classes, ykm is the target classification for a

sample m and a class k. The input sample is denoted by x

and the prediction model by h.

C. Pose Estimation Branch

Fig. 4 shows a high-level overview of the components

involved in creating pose representations, i.e., keypoint of the

human skeleton. Unlike in the segmentation branch, the input

to the pose branch is the output of the fourth residual block,

following the suggestions from [13]. The initial pose module

in this branch consists of 8 convolutional layers, the initial six

obtain skeleton features, and the two on top produce the first

version of the skeleton representation in the form of a tensor

with sixteen coordinates of skeleton joints. Similarly as in the

segmentation branch, a refinement step is used in the second

stage of this branch that take the initial pose predictions,

pose context and the segmentation context, produced by the

Pose
module 

Pose  
refinementRes-4

Segmentation
context

Pose
context

Fig. 4. Overview of the pose estimation branch of the SPD model. The
branch consists of two parts, where the first generates an initial keypoint
prediction based on features produced by the backbone model, whereas the
second refines this initial estimate using different types of input information
- also from other branches.

segmentation branch as input, and then applies 4 levels of

convolutions over these input to capture the local context at

different scales. Finally, two additional convolutional layers

are utilized to generate the refined skeleton keypoints. An L2

loss is defined on top of the branch to facilitate training, i.e.:

Lp =
1

2N

N
∑

i=1

∥pi − pi
′∥

2
, (3)

where N represents the number of defined joints in the

skeleton, pi
′ the predicted coordinates of the joint, and pi the

annotated coordinates of the joint.

D. Dense Pose Branch

Fig. 5 presents the architecture of the dense pose branch.

Similarly as in the pose branch, we use the first the output

of the fourth residual block of the backbone model for the

initial encoding. Following the ResNet network is a module

for sampling regions of interest (ROIs), which is used to (cas-

cadely) capture local contexts at various scales. Attached to the

ROI pooling module is a dense pose head, composed of two

dedicated CNN heads, a classification head and a regression

head. The first head is used to assign the image elements

to the corresponding body segment, i.e., the classification of

component I . The second head determines the position of the

image elements within the corresponding segments, i.e., it is

used to determine the components U and V .

The loss function for the dense pose branch consists of two

parts. The first part relates to the component I and is computed

in the same way as in the main segmentation task, i.e., using

cross entropy. The second part, which refers to the coordinates

U and V , is computed using the Huber loss function:

Ld =
M
∑

m=1

CSE(xI) · L1(xU , xV ), (4)

where xI , xU , xV are the components of the depth repre-

sentation, CSE is the transverse entropy function for the

segmentation part and L1 is the Huber loss function for the

position part.
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Fig. 5. The figure shows a high-level diagram of the architecture of the
DensePose model. Dense pose components visualization is taken from a
DensePose article [14].

E. Training Details

The models are trained on an Nvidia 1080Ti GPU with

11 GB of memory. We empirically determined the weights

λs = 1, λp = 0.8, λd = 0.6 for the objective in (1). The full

model was trained for 400.000 iterations.

IV. EXPERIMENTS AND RESULTS

In this section, we present the datasets selected for the

experiments. We describe the protocol used to evaluate the

proposed SPD model and discuss the performance measures

utilized for performance reporting for all three model tasks. We

then comment on and analyze the results of the model. We also

perform an ablation analysis to demonstrate the contribution of

each task to the final accuracy of the proposed model. Finally,

we present examples of the generated segmentation masks and

analyze them qualitatively.

A. Datasets

Dataset selection plays an important part in the training of

the proposed SPD model. For our purposes, we used several

datasets containing images of people in different clothing,

situations, contexts, and body positions. A particular challenge

of our multi-task modeling approach is the need for a database

that contains several different types of annotations.

For learning a multi-task model that includes the generation

of segmentations, body poses, and dense pose representations,

we need a dataset that contains all three types of annotations.

To this end, we selected the LIP dataset [5] that contains

segmentation and skeleton annotations for over 50.000 images.

An example image with the segmentation masks and pose

annotations from this dataset is presented in Fig. 6. For dense

pose annotations, we used the COCO [16] database, which is a

superset of LIP. We merged the annotations from both dataset

to generate the reference data needed to train the SPD model.

In the final setup we have dense-pose annotations for all input

images, a 19-class markup for the segmentation task, and a

16-point markup for the skeleton keypoints. To evaluate the

performance of all tasks of SPD, we use a hold-out set from

LIP, as well as images from the ATR [17] dataset.

Fig. 6. Example image from the LIP dataset and the corresponding segmen-
tation masks and 16-point skeleton markup.

B. Performance Measures

Following standard evaluation methodology, we use four

performance measures to report performance for the segmen-

tation task, i.e., the Jaccard index IoU , precision, recall, and

the F1 score [18], [19]. The first measure is the Jaccard index

or the weighted average of the intersection over union. The

measure IoU (intersection over union) is defined as:

IoU =
K
∑

i=1

Si
′ ∩ Si

Si
′ ∪ Si

, (5)

where S′ represents the predicted area and S represents

the annotated area of the i-th instance class and K is the

number of annotated reference classes. The maximum value

of IoU = 1 indicates ideal performance. When looking at

semantic segmentation as a pixel-level classification problem,

precision (6) is defined as the ratio of correctly classified

pixels among all pixels classified to a class, whereas recall (7)

is the fraction of correctly classified pixels among all pixels

belonging to a class, i.e.:

Precision =
TP

TP + FP
, (6)

Recall =
TP

TP + FN
, (7)

where TP , FP , TN and FN denote true positives, false

positives, true negatives and false negatives, respectively. The

F1 score is the harmonic mean between precision and recall:

F1 = 2 ·
Precision ·Recall

Precision+Recall
. (8)

For the pose estimation task we report the mean Euclidean

distance (mED) between the predicted pi
′ and reference pose

key points pi. The measure is defined as:

mED =
N
∑

i=1

dL2
(pi, pi

′), (9)

where dL2
(·) is the Euclidean distance function, and N = 16

is the overall number of annotated key points.

For the dense pose prediction task, we use a measure of

geodesic point similarity between the generated and reference
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TABLE I
SEGMENTATION AND ABLATION RESULTS ON THE HOLD-OUT SET OF LIP.

THE ARROWS INDICATE WHETHER HIGHER OR LOWER SCORES

CORRESPOND TO BETTER PERFORMANCE.

Experiment Model
Performance measures

IoU ↑ Pr ↑ Rec ↑ F1 ↑

Comparison
JPPNet [13] 0.538 0.68 0.66 0.66

SPD (ours) 0.547 0.76 0.68 0.71

Ablation study

SP 0.535 0.74 0.52 0.63

SD 0.478 0.67 0.50 0.57

S 0.483 0.62 0.49 0.54

dense-pose body representations, as defined in [14]. The

measure is defined as follows:

GPS =
1

|P |

∑

pi∈P

exp

(

−d(p̂i, pi)
2

2k(pi)2

)

. (10)

In the above definition, P represents the set of annotated

surface points, | · | is the set cardinality, p̂i denotes the i-

th predicted point on the surface, and pi the corresponding

annotated point on the person’s surface. The function d rep-

resents the geodesic distance between the points and k the

normalization factor specific to each body part. The values of

the normalization factors are taken from [14].

C. Segmentation Results and Ablations

Comparison with the State-Of-The-Art. With the pro-

posed SPD model we aim to improve on the results of

existing body segmentation models. Specifically, we build on

the recent JPPNet approach from [13] and, therefore, include

this approach for baseline comparisons in the experiments.

Table I shows the results for the segmentation task on the

hold-out set of LIP. As can be seen, on the LIP dataset, the

SPD model achieves an IoU result of 0.547, compared to the

JPPNet model, which results in a score of 0.538. In terms

of the F1 score, the proposed model outperforms JPPNet

by approximately 5%. Similar performance improvements are

also observed for precision and recall. To further verify the

performance of SPD on an independent dataset with char-

acteristics different from the training data, we also evaluate

our model on the ATR dataset. The segmentation results in

Table II again show that SPD outperforms JPPNet in terms of

all reported performance metrics. We attribute the observed

performance gains to the interaction of the three different

tasks considered during training, which allow our model to

better learn how to efficiently parse images of humans and

generate reliable segmentation masks across a diverse set of

image characteristics.

Ablation Study. To demonstrate the importance of all tasks

in the multi-task design of SPD, we perform an ablation study,

where different tasks are removed from the overall model.

Three additional models are implemented and trained for this

experiment, i.e.: (i) the SPD model without the dense-pose

prediction task (SP hereafter), (ii) the SPD model without the

keypoint-based pose prediction task (SD hereafter), and (iii)
the SPD model without both pose-related tasks (S hereafter).

TABLE II
SEGMENTATION AND ABLATION RESULTS ON THE ATR DATASET. THE

ARROWS INDICATE WHETHER HIGHER OR LOWER SCORES CORRESPOND

TO BETTER PERFORMANCE.

Experiment Model
Performance measures

IoU ↑ Pr ↑ Rec ↑ F1 ↑

Comparison
JPPNet [13] 0, 464 0, 66 0, 67 0, 66

SPD (ours) 0,472 0, 67 0,70 0,68

Ablation study

SP 0, 423 0,69 0, 53 0, 60

SD 0, 340 0, 59 0, 44 0, 50

S 0, 291 0, 50 0, 56 0, 52

The results of this experiment are presented in Tables I and II

for the LIP and ATR datasets, respectively. It can be seen, that

each added task provides the model with new useful informa-

tion to improve the segmentation results. Removing the dense

pose estimation task results in a drop of the segmentation

performance across all performance scores. The removal of

the keypoint-based pose estimation task has an even bigger

adverse effect on performance. If both task are ablated, we

observe the most significant performance degradation suggest-

ing that both pose-related tasks provide important information

for further improving segmentation results. Interestingly, we

see larger performance drops on the ATR dataset than on LIP.

This is likely a result of the fact that the model was trained

on part of the data in LIP, so auxilary tasks are more critical

when the characteristics of the data change. In the cross-

dataset experiment on the ATR dataset, the added information

from the dense-pose and keypoint-based pose estimation tasks

is needed to produce competitive segmentation performance

with SPD.

D. Results of Auxiliary Tasks

Because SPD is trained in a multi-task manner, it also

produces predictions of skeleton/pose keypoints and dense-

pose representations of the input images. To better understand

the behavior of the model, we report here results for the

keypoint prediction and dense-pose estimation tasks on the

test part of the LIP dataset.

Keypoint Prediction. For the first experiment we evaluate

three models, the proposed SPD, the reference JPPNet and

SPD model without the dense-pose prediction task, i.e., SP.

On the LIP test data, the JPPNet model results in the lowest

mED value of 51.2 pixels, followed by the SPD model with

a value of 55.01 pixels. The weakest model in this experiment

is the SP model with a mED value of 56.82 pixels. These

results suggest that the addition of the dense-pose estimation

task clearly improves performance for the keypoint prediction

task. However, the final results are inferior to JPPNet, due to

the fact that the segmentation tasks was given higher priority

in the balancing of the loss term in Eq. (1).

Dense-pose Prediction. The third task performed within the

SPD model is the prediction of the dense depth representation

of the body. Because JPPNet does not generate dense-pose

predictions, we only report results for the complete SPD model

and the model without the keypoint-based pose prediction
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task, i.e., SD. On the LIP test data, the SPD model achieves

a GPS score of 48.2% and the SD model with a score of

50.1%. The results show that adding the keypoint-based pose

prediction task does not help to improve dense-pose estimation

performance. Both models result is very similar GPS scores.

This observation suggests that even though segmentation can

benefit from the additional tasks, the balancing weights used

in our optimization objective do not ensure consistent perfor-

mance improvements across all considered tasks. Nevertheless,

if dense-pose prediction is treated as the primary optimization

target, improved results can also be expected for this task due

to the multi-task learning.

E. Qualitative analysis

In this section, we present and analyze qualitative results

generated by the segmentation branch of the SPD model. Fig. 7

shows a comparison of the segmentation results generated by

SPD and JPPNet together with the original input images the

ground truth segmentation masks for two selected images from

the LIP dataset.

Input image

Annotation

JPPNet

SPD

Fig. 7. Comparison of the segmentation results generated by the proposed
SPD model and the competing JPPNet on selected images from the LIP
dataset. The first row showd the selected input images, the second row shows
the ground truth annotations, whereas the third and fourth row show results
for JPPNet and SPD, respectively.

The first image shows a tennis player and a person in the

background, who is out of focus and partially obscured. We

can see that the SPD model is the only one that correctly de-

tected only the player in the foreground. The competing model

has problems with the person in the background, as it is very

close to the tennis player in the foreground. The difference

in segmentation quality is also visible in the definition of the

fingers on the right hand, where the SPD model recognized

individual fingers much better than the JPPNet modes. The

second example image shows a woman partially hidden behind

a chair. In this case, the JPPNet model omits the entire leg area,

although it is still partially visible behind the chair. Despite the

overlap, the SPD model recognizes the position of the leg and

marks it correctly. Another unique feature of this image is the

classification of the upper part of the garment. The upper part

of the woman’s body is annotated as an upper clothing class,

JPPNet model falsely classifies it as a coat, while the SPD

model correctly classifies the area as an upper clothing class,

as a result of the contextual information provided by the other

two tasks. In the third image, we see a man surfing on water.

In this case, the JPPNet model results in the best segmentation

according to the annotations, as it appropriately marks the

upper part of the garment and separates that from the pants.

Our model classifies the entire area as a one-piece jumpsuit,

which is a reasonable classification given the appearance of

the image from a human perspective.

V. CONCLUSION

In this work, we presented a multi-task segmentation model

called SPD. In addition to the primary task of body segmenta-

tion, the model also includes the task of keypoint-based pose

estimation and dense pose prediction. The segmentation part

of the model was evaluated on the LIP and ATR datasets, and

for both datasets SPD achieved better results than the reference

model JPPNet. Furthermore, through rigorous ablation studies

it was shown that models that considered a lesser number of

tasks resulted in worse performance. In the ablation analysis,

we presented the contribution of each of the tasks and found

that using the skeleton and depth task together adds more

value than using either one of them on its own. To further

improve results, we plan to explore additional tasks in the

learning procedure that could provide additional cues for the

segmentation procedure.
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APPENDIX

In the main part of the paper, we mostly focused on the

presentation of segmentation results, since it is the main task

that our model is addressing. Here, we present some additional

visual results for segmentation, as well as for the supporting

tasks.

A. Segmentation results on ATR

Fig. 8 shows qualitative segmentation results for the ATR

dataset. Both JPPNet and SPD achieve similar performance

on the first and third example image. It appears that both

models have difficulty distinguishing between various types

of upper clothing. The second image shows a non-typical

example that is composed of two separate images. Our SPD

model achieves far superior performance on the upper part of

the image, whereas both models struggle to handle the lower

part. This is most likely due to the models being trained to

segment images of a single person.

B. Pose results

Figs. 9 and 10 show visual results of our pose module com-

pared to the JPPNet on LIP and MPII datasets, respectively. In

Fig. 9, the first column shows a simple example - a full image

of a person where all limbs are well visible. The other two

columns show more challenging examples, where the target

is not fully visible in the image. Both models still provide

good estimation of the upper body and limbs, but struggle with

the legs due to occlusion or not being fully included in the

image. In the last image, our model provides a better estimate

of the occluded right leg than JPPNet. Both models achieve

comparable results on the images from the MPII dataset which

was not used for training any of the models. It again shows

that both of the models have difficulty handling lower limb

occlusions.

C. Dense Pose Results

Due to the dense pose task not being included in the JPPNet

model, we compare our model’s performance to the original

DensePose model [14]. Visual results are shown in Figure 11.

It is difficult for a human to visually evaluate the dense pose

performance in detail, due to the nature of representation,

however we observe that our model occasionally fails to cover

all of the body area. Despite that, as pointed out in the

main paper, the imperfect dense pose branch still directs the

model learning enough to improve the overall segmentation

predictions. Lorem ipsum lorem ipsum. Great paper, so great,

awesome. Really awesome. Believe me.Lorem ipsum lorem ip-

sum. Great paper, so great, awesome. Really awesome. Believe

me.Lorem ipsum lorem ipsum. Great paper, so great, awesome.

Really awesome. Believe me.Lorem ipsum lorem ipsum. Great

paper, so great, awesome. Really awesome. Believe me.Lorem

ipsum lorem ipsum. Great paper, so great, awesome. Really

awesome. Believe me.Lorem ipsum lorem ipsum. Great paper,

so great, awesome. Really awesome. Believe me.Lorem ipsum

lorem ipsum. Great paper, so great, awesome. Really awesome.

Believe me.Lorem ipsum lorem ipsum. Great paper, so great,
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Fig. 8. Comparison of segmentation masks for selected images from the
database ATR.
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Fig. 9. Comparison of pose estimation results for selected images from the
database LIP.
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Fig. 10. Comparison of pose estimation results for selected images from the
database MPII.
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Fig. 11. Comparison of dense pose estimation results for selected images
from the database COCO.
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AbstractÐAccurate detection of distant drones in clustered
environment amidst other flying objects such as birds is of
critical importance in anti-drone system design. This study
proposed a novel object detection model that efficiently detect
and differentiate drones from other flying objects under different
weather conditions. The custom dataset consists of manually gen-
erated drone images and bird samples under sunny, cloudy and
evening conditions. The simulation result shows that KITYOLO
outperformed YOLOv5 both in precision (sunny 96.2% vs 85%;
cloudy 73.7% vs 26.3%; evening 58.5% vs 26.1%) and recall
(evening 42.4% vs 15%) in all aspects with an overall F1-score of
98% as against 91.9% while maintaining timeliness and memory
usage.

Index TermsÐAerial supervision, CNN, Drone, Detection,
YOLO.

I. INTRODUCTION

Drone companies are currently experiencing tremendous

increase in sales due to the varying application of drones in

different sectors. Gone are the days when drones are mostly

deployed in the military sector for supervision and most times

as a means of penetrating adverse terrain. Currently, drones are

widely used by individuals and in the entertainment industries

as hobbyist drones for aerial photography, agriculture appli-

cation, object detection and logistics as seen by the Amazon

groups. The high applications of drones is majorly due to the

reduced cost and the miniature size of drones, experienced in

its very swift maneuverability. The increase in the mis-usage

of drones internationally is devastating, leading to economic

loss of lives and properties. In early 2019, different airports

in the UAE, USA and UK experienced mishaps as a result of

drone operations with the recent violations in Saudi’s Oilfield

Aramco and Abha airport, where drones were illegally flown

[1]. These circumstances require austere security measures

because most drones have cameras mounted on them, making

them capable of spying and retrieving confidential information

in restricted areas. Also, transportation of explosives can easily

be achieved with drones, making them very dangerous when

used by attackers or terrorists. Thus, detecting and preventing

such malicious practice implemented through the deployment

of drones is crucial for the security of the society.

Drone detection, also known as anti-drone technology, is

an act of detecting and/or tracking unwanted drones in any

given restricted area or territory [2]. However, the similarity of

drones and other flying objects in aerial view is the major chal-

lenge of detecting and restricting drones. Different techniques

have been adopted for the detection of drones, ranging from

acoustic [3]method that uses sensors to determine the sound

emitted by the drone; radar approach [4] that implements radio

waves to determine the distance, angle and velocity of the

target object, infrared sensor; which uses the heat signature

of the drone for detection [5], to the most paving technique

which is computer vision (CV) technology, a field of Artificial

Intelligence (AI) that enables computer to retrieve information

from digital images, videos and other visual inputs, while

reporting to the ground control stations.

Currently, computer vision is being used in solving object

detection problems which is a peculiar AI problem, by deploy-

ing deep learning algorithms. Innovations in the different deep

learning models have displayed consequential usage for object

detection in ground based applications [6]. The extraction

of meaningful information from images and videos can be

achieved through detecting the image and also classifying it.

To achieve the detection and classification of objects, Con-

volution Neural Networks (CNN), a deep learning algorithm

is used for this purpose. CNN is responsible for the deep

extraction of image features at different layers [7]. This paper

seeks to address the challenge of aerial supervision of drones

as target whilst accurately recognizing and predicting it from

other objects such as birds in any weather condition. A state

of the art CNN model was designed to solve this challenge,

and also the proposed model was further compared with a

very fast object detector based on computational complexity,

accuracy and timeliness while achieving the following specific

objectives:

1) Deploying computer vision for image capturing and

processing of targets(drones and birds);

2) Gathering and labelling different datasets of 2 different

drones and birds on flight;

3) Designing a state-of-the-art model that can optimally

detect, predict and classify drones as well as birds based

on computer vision and CNN;

4) Evaluation of the feasibility of the proposed model with

the state-of-the-art model based on accuracy, sensitivity

and computational complexity.

The remaining sections of this paper are categorized as:

Section II, captures Related Works; the System Design is

extensively discussed in Section III, while the Result Discus-

sion, Evaluation Performance and Conclusion are captured in

Sections IV and V respectively.
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II. RELATED WORKS

Computer vision is one of the most essential domain of

AI, having different sectors such as object detection, image

recognition and surveillance [8], with object detection being

the most blooming sector as a result of its enormous appli-

cations. Object detection is the ability of computer (i.e anti-

drone system in this research work) and software systems (i.e

the proposed system) to locate objects in an image/ video

and accurately distinguish each object. The rapid adoption of

deep learning in computer vision has brought breakthrough to

highly accurate object detection algorithms such as You Only

Look Once (YOLO) [9], Single Shot Detectors(SSD), Fast-

Regional Convolution Network (FRCNN) and Faster RCNN

[9]. Nowadays, object detection is being deployed for surveil-

lance operations, face recognition and security systems. Also,

UAVs application is on the rise due to their high mobility, suit-

able incorporation in object detector models, easy deployment

and their capacity to capture images at any altitude in respect

to views, angles and scalar differences [10]. This in turn

has posed challenges such as densely distributions of target

objects, scale variance of aerial objects, and differentiation of

UAVs and other flying objects in different weather conditions

in airborne.

To contribute towards solving these recurring challenges,

researchers have resorted to CNN for optimal solutions [11].

CNN also known as a deep learning algorithm, receives

images as inputs, delegates learnable weights and biases to

the objects in the image, then carry out prediction tasks on

the objects based on their various classes. Several layers exist

and are interconnected in the architecture of the CNN which is

analogous to the connective patterns of neurons of the human

brain, making it to be trained on any particular tasks based

on the given parameters. With a focus on visual capturing and

detection, most anti-drone detecting systems [5]are equipped

with cameras that aids in the panning, tilting and zooming of

target objects. The automatic techniques employed by CNN

in image processing has also resulted to the wide interest of

researchers, owing to the fact that CNN displays excellent

performance in object detection and classification .

Classification of birds, drones and backgrounds were carried

out by [5], evaluating several CNN models such as Resnet-

50, Resnet-18, VGG16, Gogglenet, AlexNet and SqueezeNet

to ascertain the best classifier. Although, these classifiers

have already been validated in the ImageNet Large Scale

Visual Recognition Competition (ILSVRC) with 1000 labels

classification, their experiment however displays that for the

classification of small number of labels, a simplified CNN

model results to better performance. As Alexnet, Restnet18

and Squeezenet performed optimally than the other models

when classifying just 3 labels, which was contrary to the result

gotten from the 1000 label classification of ILSVRC. While,

author [12] compared two variants object detectors, that is

YOLO versions 2 and 3, for the detection and classification

of drones from no drones with a total of 149 images for the

training and validation of the model, having a higher accuracy

of 95.20% for YoloV3.

To solve the problem of scale variations and densely dis-

tributions of objects, researchers [13] designed SPB-YOLO

model, an end-to-end detector that has the strip bottleneck

(SPB) module which used the attention mechanism approach

to solve the dependency of scalar variations of UAV images.

Also, by the upsampling of the detection head of YOLOv5 in

the addition of a detection head based on Path Aggregation

Network, the challenge of dense object distribution was miti-

gated. However, the disparity experienced in the detection and

classification of aerial targets in different weather conditions

is still a research gap. For anti-drones to be efficacious in

drone detection and prediction of similar targets even during

weather obscurity, an efficient state-of-the-art model needs to

be embedded in it for optimal accuracy and speed.

YOLO architecture is a plausible innovation of Artificial

intelligence for computer vision. YOLO is a single-shot ob-

ject detector that is extremely fast when compared with its

counterpart; multiple-shot detectors such as Fast-RCNN and

Faster-RCNN. This is as a result of the YOLO technique,

that uses the features extracted from the entire captured image

while predicting the classes of the images simultaneously from

bounding boxes. The architecture and mode of detecting and

predicting drone images from other images by the YOLO

model which is incorporated in the anti-drone system will be

explained in the subsequent sections.

III. SYSTEM DESIGN

The operational processes of the proposed model is captured

in Fig. 1. This model adopts YOLO architecture for the

detection and classification of drones and other objects in

aerial perspective. During surveillance, the anti-drone system

captures all aerial images within its peripheral and central

vision; drones and birds alike. The input to the proposed

model are images extracted from the anti-drone system, which

are subjected to further processing deploying the model’s

architecture.

The main functionality of this model is to detect and dis-

tinguish drones from birds, without being deterred by obscure

weather conditions nor altitude of the object as it was trained

under a sunny, cloudy and gloomy (evening) scenarios and

at various heights, so as check the robustness of the model

to accurately detect and predict the movement of drones in

restricted places. Therefore, the inputs to the system is either

drones or birds, relying on the architectural framework of the

system; it processes the input and generate outputs based on

the classifications of the object.

A. Custom Drone Detection Strategy

The standard YOLO architecture detector is designed on

three distinct modules. The Backbone Module that adopts the

Cross Stage Partial Network (CSPNet) [14] responsible for

drone/bird feature extractions. Next, is the Neck built on the

Feature Pyramid Network, for features aggregation. Lastly,

the Head Module that aids the model to handle varying sizes

of objects and capable of generating multi-scale predictions.
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Fig. 1. Overview of System Design

Due to the dynamic and flexible nature of the architecture of

YOLOv5, the model can be augmented considering the relative

challenge to be solved, hence, the addition of Path Aggregation

Network (PANet) to the proposed model which is an integral

part,so as to mitigate the sparsely and densely distribution of

the nature of the target and accurately classify it from other

objects in airborne.

As earlier stated, the proposed model, known as KITYOLO,

is designed deploying the framework of YOLOv5 ; being

the latest version of the YOLO series (v1, v2, v3 and v4).

Though YOLOv5 is a very fast object detector that is capable

of extracting 140 frames per second (fps) in real time, its major

challenge is extracting features from densely distributed ob-

jects with optimal accuracy. Therefore, KITYOLO is designed

to solve this inherent problem peculiar to YOLOv5, which is

a vital issue in detecting and preventing drones in restricted

areas. The disparity, similarity, and tininess of the targets

(drones and birds) created the need for instance segmentation.

That is, the need to explicitly detect, classify and localize

various object instances in an image. Hence, the addition

of Path Aggregation Network (PANet) to KITYOLO (which

is missing in the standard YOLOv5), so as to enhance the

propagation of low-level features, captured in Fig. 2; depicting

an improved and better architecture.

As feature extraction takes place in the network, from

high level to low level layers, the complexity of consecutive

layers increases, leading to a corresponding decrease in spatial

resolution. Fig. 3 explains the PANet adopted in KITYOLO

and Feature Pyramid Network (FPN) used in the architectural

design of YOLOv5. The FPN deployed in YOLOv5 follows

a top-down path (Fig. 3(a)) integrating rich features from

high level layers with accurate localization from lower level

Fig. 2. Custom KITYOLO Drone Detector Model

Fig. 3. Custom backbone PANet (a) FPN backbone used in YOLOv5 (b)
Bottom-up Path Supplement

layers, by upsampling the layers. This approach follows a

longer path which increases the network complexity as well

as the latency, thereby reducing the model’s accuracy when

detecting very tiny objects. Unlike FPN, PANet deployed

in the proposed model follows a bottom-up path approach

(Fig. 3(b)), which reduces the number of paths as well as the

network’s complexity, having a resultant positive effect in the

accurate detection of very tiny objects.The Neck compartment

generally is responsible for feature aggregation and to improve

the accurate localization of features in lower layers, leading

to the overall object location accuracy.

The difference between drones and birds seems to fade off

once the detection distance reaches or supersedes 100meters as

in the case of this research, making both objects appear similar

during detection when at flight. To detect and classify drones

from birds, KITYOLO captures the entire image during run

time using a single convolution network, making it capable

of predicting objects of different classes based on confidence

at a faster rate. The input image in the YOLO architecture is

splitted into S X S number of grids, with each grid having B

bounding boxes along side their confidence scores as displayed

in Fig.4. Also, each bounding box is made up of 5 predictions

(x,y,w,h and c); where x, y depicts the coordinates representing

the center of the box of the grid cell, w, h representing the

width and height of the grid and c the confidence prediction,

representing the Intersection Of Union (IOU) between the
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Fig. 4. Processing of Capturing Image value using bounding boxes

predicted box and ground truth box as shown in equation (1):

Box(cs) = Pr(object) × IOU(b, object), (1)

where Box(cs) is the box confidence score, Pr(object) is the

probability of an object in the grid, and IOU(b, object) is

Intersection of Union express as area of union of two boxes.

For non-linearity in the network, YOLOv5 uses Softmax

activation function to classify its multi-classes output. Softmax

function returns the probability of each class using the given

equation (2):

σ(Z−→)i =
eZi

∑k

j=i e
Zj

(2)

where σ is softmax, (Z−→)i is input vector, eZi is the stan-

dard exponential function for input vector, k is the number

of classes in the multi-class classifier, eZj is the standard

exponential function for output vector.

B. Dataset Capturing and Description

The dataset used for this research comprises drones and

birds images. Two different drones; Mavic-Air and Mavic-

Enterprise were separately flown in three different scenarios

of sunny, evening(gloomy) and cloudy weather conditions.

The videos of flown drones were captured at different time

of the day to reflect their distinct scenario characteristics.

Image frames were extracted from the video sequence of 1190

data frames from both drones, and labelled using Makesense

software to generate ground truth values from the initial

background values viz bounding boxes. The bird datasets of

950 images were gotten from Kaggle, a free online resource

for datasets, but the images were manually labelled.

C. Simulation and Experimental Setup

The datasets of birds and drones were combined and dis-

tributed in a ratio of, 70% for training of the model. 20% for

model testing and 10% for the validation of the model, so as

to avoid overfitting and to achieve optimal performance. In

addition, the simulation was done in a Python environment on

a system configuration of Intel(R) Core(TM) i5-7400 CPU

@ 3.00GHz, 8GB RAM, GPU Tesla K80. Several hyper-

parameters such as best weights for weights initiation, input

size of 416, batch size of 16 and learning rate with an epoch

of 100 were used.

IV. RESULT DISCUSSION AND PERFORMANCE

EVALUATION

To test the model’s effectiveness in detecting and classifying

drones from birds under different climatic conditions, metrics

such as F1-score, precision, recall, number of frame per second

(fps), and memory usage (GLOPS) were used to compare the

proposed model with YOLOV5 model, as both models were

trained and tested with the same dataset .

The result in Table I highlights the detection performance

of KITYOLO and YOLOv5 models under different weather

conditions and heights using a uniform dataset to prevent every

form of bias.

TABLE I
DETECTION RESULTS OF DRONE-BIRD

Drone-Bird Detection

Scenario
KITYOLO (%) YOLOv5 (%)

Precision Recall Precision Recall

Mavic Enter Cloudy 69.9 73.7 27.4 26.3

Mavic Enter Evening 57.5 60.0 47.0 90.0

Mavic Enter Sunny 92.9 90.0 90.5 95.5

Mavic Air Cloudy 96.1 1.00 95.6 1.00

Mavic Air Evening 58.5 42.4 26.1 15.0

Mavic Air Sunny 96.2 1.00 85.1 1.00

Bird 79.8 91.6 66.8 94.7

For drone-bird detection, the result from Table I indicates

that KITYOLO has a superior precision value of 79.8%

than YOLOv5 which is 66.8%. Across weather conditions,

KITYOLO had a higher recall of 73.7% as against 26.3% of

YOLOv5 in a cloudy weather. Also for evening, KITYOLO

had a better precision and recall values of 58.5% and 42.4%

than 26.1% and 15.0% of YOLOv5. Lastly, in sunny condition,

a 96.2% precision value by KITYOLO affirms its detection

capability than the 85.1% value of YOLOv5.

A. Performance Evaluation

The result in Table II highlights the comparison of KITY-

OLO with YOLOv5 in terms of speed, rationality of detection

(F1-score), and memory usage (GFLOPS). F1-score is a test

TABLE II
MODELS PERFORMANCE EVALUATION

Performance of Models for Weapon Detection

Models F1Score (%) Time (FPS) GFLOPS

KITYOLO 98.0 0.022s 16.4

YOLOv5s 91.9 0.022s 16.4

of the behaviour of model with changes in its precision and

recall expressed as:

→֒ F1score =
2(Precision×Recall)

Precision+Recall
, (3)
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From Table II and Fig. 5, it can be clearly seen that KITY-

OLO achieved a superior detection performance of 98% than

YOLOv5 of 91.9%; which is a significant 6.1% increase in

detection rationality despite that the two models had the same

time of detecting each object per second (0.022s) and 16.4

GFLOPS.

Fig. 5. F1-score Performance Comparison of KITYOLO and YOLOv5s

The confusion matrix in Fig. 6 indicates that KITYOLO

can not only accurately detect different types of drones under

different weather conditions, but also differentiate it from all

kinds of birds in a timely manner and with less computational

complexity and minimal false alarm rate. The images on Fig. 7

are samples of drones and birds detection by KITYOLO under

different weather conditions and heights. The displayed results

are detection and classification tasks carried out concurrently

by the proposed model showing degree of accuracy and

sensitivity.

Fig. 6. Confusion Matrix of KITYOLO

These results show a high detection improvement by the

proposed model in comparison with YOLOv5 in detecting

tiny objects under different weather conditions in a timely

Fig. 7. Samples of drone-bird detection by KITYOLO

manner and less resource usage. However, a closer look

at the results in Table I indicates a drop in the detection

performance during evening/gloomy conditions which is an

ongoing research challenge in computer vision.

V. CONCLUSION

This work presents a novel drone detection model; KI-

TYOLO that improved the accuracy and precision of tiny

objects in different weather condition while maintaining time-

liness and computational complexity. In the future, we hope

to increase our dataset and improve the model for robust

performance.
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Abstract—UAV-based array antennas can autonomously 

make the shapes of  UAV array to provide an optimized 

placement to achieve a specific goal. In this paper, three 

representative antenna arrays are considered as a candidate for 

the optimized placement and their detection performance is 

analyzed in terms of target detection performance. Through the 

simulation results, we present the most suitable antenna 

arrangement for the given environment. 

Keywords—UAV, array antenna, target detection 

I. INTRODUCTION

As the use of unmanned aerial vehicles (UAVs), popularly 
known as drones, is growing rapidly, research on the operation 
and application of UAV has been actively conducted in 
various fields. In the military field, UAVs have been used for 
reconnaissance and surveillance, electronic warfare, attack 
missions using UAVs. Private sector UAVs are used in many 
domains such as performances and home delivery [1-5]. In 
particular, UAVs can play a key role in enabling wireless 
connectivity in various scenarios such as public safety and 
Internet of Things (IoT) scenarios [1-3]. Effective use of 
UAVs in such scenarios requires array signal processing 
technology that provides optimal UAV antenna arrangement.  

Whereas conventional array antennas have a specific type 
of fixed antenna structure to achieve their purpose, UAV-
based array antennas can autonomously transform the shapes 
of  UAV array to provide an optimized placement to achieve 
a specific goal. For example, if it is necessary to acquire a low-
frequency signal in the battlefield area, it may be changed to a 
linear array antenna having an appropriate interval for a search 
frequency. It can be also changed to an array with high 
directivity to improve search and jamming performance for 
specific areas [4-7]. 

In this paper, we try to find an optimal antenna array when 
implementing a target detection system using a UAV array 
antenna. For the study of UAV array antenna arrangement for 
target detection, the detection performance of three 
representative antenna arrays is analyzed. The types of arrays 
use linear, circular, and rectangular arrays, and an antenna 
array suitable for a fixed target is obtained through 
comparison of beamforming gains of each array antenna. 

This paper organized as follows: Section Ⅱ briefly 
describes the UAV system model and antenna arrays. Through 
simulation, the target detection performance of the UAV array 
antenna is analyzed in Section Ⅲ. Finally, we conclude this 
paper in Section Ⅳ. 

Fig. 1. UAV-based antenna array. 

II. SYSTEM MODEL AND ANTENNA ARRAY ARRANGEMENT

A. System Model

Consider a target located within a given geographic area.
In this area, a set ℳ of � UAVs are used as flying objects to
detect targets on the ground. The � UAVs forms an antenna
array where each element is a single antenna UAV, as shown 
in Fig. 1. For tractability, we consider a linear antenna array 
whose elements are symmetrically located to the origin of the 
array. The three-dimensional (3D) locations of UAV � ∈ ℳ 
and target are given by ���, 
� , ��� and �� , 
 , ��. To avoid
collisions between UAVs, we assume that adjacent UAVs in 
the array are separated by at least ���� [7].

For this UAV array system, a transmitter is employed to 
send narrowband signals, and the echo signals reflected from 
far-field targets are then received by the each UAV. There are 
also interference signal. Assume that there are � narrowband
signals ��,����, � � 1, 2, ⋯ , �, observed at the �-th array
element. And we use x���� to represent the observed signal
vector, and the narrowband array output model is given by 

����� � ����, ������� �  !����              (1)

where ��,���� � "��,#���, ��,$���, ⋯ , ��,%���&' is the signal
vector consisting of all reflected signals, and (∙*' denotes the
transpose operation. +,���� represents the noise vector of the
� -th array UAV. And the steering matrix ����, �� �
"-./�,#, �0, . . . , -./�,% , �0& , with its � -th column vector
-./�,% , �0 being the steering vector corresponding to the �-th
source signal. 

075978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



 

B. Antenna Array Arrangement 

In this paper, three representative antenna types including 
ULA, UCA, and URA are chosen to analyze target detection 
performance. The spatial structure of these three antenna 
arrays are illustrated in Fig. 2. 

1) Uniform Linear Array (ULA) 
Uniform linear array (ULA) is a collection of sensor 

elements equally spaced along a straight line. The property 
means that the array accepts a signal from a particular 
direction and rejects the signal from another direction [10]. 
The expression of the steering vector of ULA at each angle of 
arrival (AoA) is defined as follows: 

 

-�2� � "1, ⋯ , 34�5 678 9&'                      (2) 
 

with : is distance between the antennas, and � � 2; <⁄  is the 
wave number. 

2) Uniform Circular Array (UCA) 
Uniform circular array (UCA) is formed from identical 

sensor elements equally spaced around a circle. As a type of 
planar array, it provides a more symmetrical pattern with 
lower side lobes and much higher directivity [10]. The 
steering vector of UCA at each AoA can be obtained as 
follows: 

 

-�2� � "34�> ?@6�9A9B�, ⋯ , 34�> ?@6�9A9C�&'       (3) 
 

with D being the radius of the circular array, and 2E the angle 
of the �-th array element with respect to horizontal axis. 

3) Uniform Rectangular Array (URA) 
Uniform rectangular array (URA) refers to an antenna in 

which sensors are arranged at equal intervals on a square 
plane.  

TABLE I.  SIMULATION PARAMETERS 

 

It has the characteristics of a planar array like UCA and can 
be used to scan the main beam towards any point in space. The 
steering vector of URA at each AoA is expressed as follows: 

 

�2� �

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1

3A4I

⋮
3A4�KA#�I

  3A4L

34�IML�

⋮
3A4��KA#�IM�NA#�L�⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

                      (4) 

 

R ≜ 2; T5
UV sin / cos 2 ,   \ ≜ 2; T5

UV sin / sin 2    (5) 
 

In Equations (4) and (5), /  and 2  represent the elevation 
angle and azimuth angle of the signal, ] and ^ are the rows 
and columns of the array [9]. 

III. SIMULATION RESULTS 
In this section, simulations are performed to compare the 

target detection performance according to the arrangement of 
the UAV array antenna. The simulation results show the 
beamforming gain of the signal of interest (SOI) and 
interference that obtained according to the three antenna 
arrays. Specific simulation parameters are summarized in 
Table 1. The number of sensors is 16, in the case of URA, it 
has a 4 ` 4  arrangement. For convenience, the elevation 
angle of the SOI and the interference signal were set to be the 
same. A narrowband minimum-variance distortionless-
response (MVDR) was used as the beamforming algorithm 
[11]. 

Parameters 
Values or variables 

Signal 1 (SOI) 
Signal 2 

(interference) 

Carrier frequency ab  150 MHz 
Angle of arrival (AoA) 

(azimuth, elevation) (-37°, 10°) (17°, 10°) 

# of sensor elements � 16 
Signal to noise ratio (SNR) -20 dB 

Fig. 2. Antenna array configurations: (a) ULA, (b) UCA, (c) URA. 

Fig. 3. Beampattern obtained with different antenna arrays: (a) ULA, (b) UCA, (c) URA. 
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Fig. 3 shows the beamforming gain obtained with three 
antenna arrays. All array antennas have the largest beam gain 
at -37 °, which is the direction of the SOI, and it can be 
confirmed that a deep null is formed at direction of the 
interference, 17 °. Comparing the target detection perfor-
mance of these arrays, UCA has the largest gain difference 
between the direction of the SOI and the interference signal 
by about 52 dB. 

IV. CONCLUSIONS 
For the study of UAV array antenna arrangement to detect 

the target, we analyzed detection performance using three 
representative antenna arrays such as ULA, UCA, and URA. 
Simulation results show that all three antenna arrays can 
extract the target signal and remove the interference signal. In 
particular, UCA has better performance than the other two 
arrays. A study to find an optimal antenna arrangement for 
various signals and operating environments will be conducted 
in the future works. 
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Abstract—Current autonomous driving systems compute steer-
ing and throttle control commands by running perception-
decision-action pipeline at high frequency. Although human
drivers cannot react or control the vehicles as quickly as the
autonomous driving softwares, most drivers control their vehicles
to stay in lane unless they intend to break away from the lane.
According to forward internal model theory, human can choose
an optimal action for the best outcome by internally simulating
all the possible consequences of various actions. This means that
humans drivers choose the optimal motor commands for lane
following based on their internal simulation of near-future lane
changes. This paper proposes a convolutional neural network-
based U-Net as a state estimator for forward internal model-based
lane following assist. This state estimator can predict the lane
image of near-future based on current lane image and driving
status data, such as speed and steering angle. This paper also
explains how time difference between current lane image and the
next one to be predicted will affect the training and prediction
output of the estimator.

Index Terms—Lane Following Assist, Deep Learning, Convo-
lutional Neural Network, Internal Model

I. INTRODUCTION

Lane Following Assist (LFA) is one of the basic functions

that make the autonomous vehicle detect and follow the lanes

on the road. Performance of LFA is determined by the vehi-

cle’s reaction time for wheel control. An autonomous vehicle

needs time to process its sensor data and run lane detection

algorithms before applying wheel controls. As a result, many

automotive companies try to improve the performance of LFA

by minimizing processing time for lane detection. However,

this approach cannot make processing time for lane detection

into zero. There will always be a delay between lane detection

and wheel control.

Similar to LFA, human drivers also suffer the delay between

lane detection and wheel control. However, although human

drivers cannot control wheels as quickly or precisely as

the autonomous vehicles, they can follow the lanes without

any troubles. This is because human drivers use a different

approach for lane following. Human drivers internally simulate

how the lane will change in the future based on current

driving status and choose the optimal action to achieve the

best outcome for following the lanes on the road. One of the

theoretical frameworks for a human to choose actions based

on internal simulation is forward internal model principle of

the cerebellum [1] [2] [3]. One key function of the cerebellum

is to predict the sensory consequences of the motor outputs

Fig. 1. Smith Predictor for Forward Internal Model-based LFA

by comparing its prediction to the sensory feedback and

minimizing its error [4].

Human driver’s forward internal model compensates for

the latency between lane detection and wheel control. This

internal model-based control can be implemented as Smith

predictor, a feedback control system with time-delay compen-

sation scheme [5] [6]. Fig 1 is the diagram of vision-based

LFA system with forward internal model and Smith predictor

design. The system receives the desired state for its task. For

LFA, the desired state is the ideal front camera image when the

vehicle is driving at the center of lane. When a driver applies

throttle and steering controls, the system feeds these control

commands to forward internal model and motor system. Motor

system changes the vehicle’s speed and orientation based on

the driver’s motor commands. Sensory system perceives the

changes in state by motor commands and produces the front

camera image output of changed state. Forward internal model

uses an efference copy of motor commands and produces

the prediction of next lane image state. Sensor discrepancy

between the next lane image prediction and the front camera

image of changed state will be added with state estimation

results from forward internal model in order to adjust the

estimation. The actions that produce the lowest error between

the desired state and the state estimation by current motor

commands will be selected as next motor commands.

Inspired by this idea, this paper proposes a deep neural

network-based state estimator for forward internal model-
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Fig. 2. CNN-based U-Net for State Estimation of Internal Model

based LFA. It utilizes Convolutional Neural Network (CNN)-

based U-Net from [7] to predict next lane image from current

lane image and driving status data. U-Net’s skip architecture

provides feature reusability that creates thorough gradient

update flow and prevent gradient vanishing during the training.

This approach can be later implemented in internal simulation

of forward internal model-based LFA in order to compensate

for the latency between lane detection and wheel control.

II. BACKGROUNDS

A. Internal Model

In neuroscience, the internal model is a cognitive interpre-

tation of organism motion planning. It claims that an organic

agent, such as human, can anticipate the consequences of its

actions without actually committing them [8] [9]. According

to Wolpert et al. [10], there are two types of motion planning

models : forward model and inverse model. In forward model,

the agent predicts the sensory outcome of an action based

on current state information and motion commands. With

the proper forward model, it internally simulates actions and

matches the outcome with the closest target outcome. In

inverse model, the agent guesses which action has led to the

current state.

The forward internal model is an intuitive interpretation

of how an organic agent chooses its actions for its task.

McNamee and Wolpert show that forward model consists of

four stages [8]. First, in perception stage, an agent receives

sensor input by monitoring the environment and its current

action status. Sensory input will contain noise, because the

agent cannot observe non-visible environment parameters,

such as speed and spin. Also, there is noise in the agent’s

sensory system. Second, in simulation stage, the agent predicts

how the environment state will change in near future. Third,

in motion planning stage, the agent produces all the possible

outcomes by its given action options. Among all the state and

action predictions, the agent chooses the action that can lead

to the outcome closest to its target outcome. Fourth, in optimal

feedback control stage, the agent applies motor commands for

its chosen action. The agent uses optimal feedback controller

when applying actions in order to adjust the motor commands

according to current sensory feedback and environment state.

B. Forward Internal Model for Autonomous Driving

According to Plebe et al, current autonomous driving algo-

rithm loop is strictly divided into perception-decision-action

[11]. Deep neural network is often applied in perception

stage as a single module, because it is well suited for its

generalization in object detection and classification task. How-

ever, Plebe et al. suggest that if this rigid division between

perception, decision, and action can be collapsed, deep neural

network itself can be implemented as the complete perception-

decision-action loop [11]. Inspired by neuroscience, the entire

autonomous driving algorithm loop can be re-defined with

three pathways. First pathway, dorsal stream, is the sensor

data tensor flow through the entire deep neural network. It

is based on the visual pathway of the primate brain [12].

Second pathway, cerebellum loop, also known internal simu-

lation, represents the network’s capability to internally predict

the consequences of various actions. Third pathway, action

selection loop, is the network’s capability to select the optimal

action decision based on its internal simulation results. In

order to implement internal model for autonomous driving,

the system needs deep neural networks for internal simulation

and action decision selection.

III. PROPOSED METHOD

Forward internal model requires an internal simulation

mechanism that can predict near-future state based on current

sensory state input and system action output. Therfore, in

order to integrate forward internal model into vision-based

LFA system, it requires a state estimator that can predict the

lane image of near-future based on current lane image and
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driving status data. This paper utilizes CNN-based U-Net as

a state estimator for forward internal model-based LFA.

A. CNN-based U-Net for State Estimation of Internal Model

U-Net is a convolutional networks for biomedical image

segmentation [7]. In U-Net, Ronneberger et al. implement skip

connections between matching encoding layers and decoding

layers [7]. These skip connections can prevent gradient van-

ishing by allowing gradient information to be maintained all

the through the layers. In next lane image prediction, it is

important that the network learns to use the features from

current lane image and driving status data to produce next lane

image. U-Net’s skip connections can achieve this by creating

a thorough gradient information flow among the layers.

CNN-based U-Net is trained to produce a lane image of

next timestamp from a current lane image and driving status

data vector. Current lane image and driving status data are

used as input to the network. Current lane image is processed

into latent feature vectors by CNN-based encoders. Driving

status data is appended in the encoder’s latent feature vector.

In order to produce the output image with the same shape

as input image, the appended latent feature vector is reshaped

into 1x1000 shape by fully connected layer. The output of fully

connected layer is then processed into an image through CNN-

based decoder. During the decoding process, output vectors

of matching encoders will be appended into the input of

decoders in order to establish feature resusability and maintain

gradient flow through skip connections. Along with vision-

based steering control, this deep learning-based next lane

image prediction can play as a state estimation pathway for

forward internal model-based LFA.

B. Effect of Time Difference for Lane Prediction

Longer the time difference between current and next times-

tamps, there will be greater displacement between current and

next lane images. In order to determine the capability of next

lane image prediction, it is necessary to figure out how much

displacement the neural network can be trained to handle.

In this paper, we tested the network under four timestamp

differences. We observed how the length of timestamp differ-

ence affects the neural network’s training for next lane image

prediction.

IV. EXPERIMENT

A. Dataset Collection and Preparation using CARLA

This paper uses CARLA, open-source autonomous driving

simulator, in order to collect an extensive amount of lane

image and driving status data [13]. We added a dataset

recording function on top of the autnomous driving example

provided by CARLA. This function records lane images from

the vehicle’s front camera. It also collects driving status data,

wheel steering, throttle, and speed, with the matching simula-

tion timestamp. Dataset was collected from four maps, Default

Town, Town01, Town 06, and Town 04, with different weather

settings. Dataset was collected in the driving environment and

weather conditions, where the lanes are clearly visible.

Fig. 3. Loss Graph Comparison under Different Timestamp Differences

For stable training, it is imperative that both input data and

output data are normalized with same range. Original lane im-

ages are scaled between 0 and 1 by being multiplied by 1/255.

Original wheel steering and throttle are already normalized

between 0 and 1 from CARLA. Original speed data is scaled

between 0 and 1 by being multiplied by 1/100. This assumes

that the maximum driving speed is 100km/h. Normalizing

input lane image data with the same range as driving status

data can prevent unstable gradient backpropagation during the

training process.

B. Training and Experiment Setup

CNN-based U-Net proposed in Fig 2 is implemented using

PyTorch 1.9.0. It is trained for 400 epochs on Nvidia RTX

3090. It is trained by Adam optimizer with learning rate of

1e-5. Mean Squared Error (MSE) is used as the loss function

between target next lane image and the network’s prediction

output image.

C. Training Result Comparison

Fig 3 is the compilation of training and validation loss func-

tion graphs of CNN-based U-Net trained with four different

timestamp difference lengths. It is log-scaled on y-axis in order

to clearly show how a loss function graphs changes in different

timestamp length. Fig 3 shows that the network trained to

predict the image with longer timestamp difference suffers

faster overfitting. This is because under longer timestamp
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Fig. 4. Prediction Output Image Comparison

difference, there will be greater displacement between between

current and next lane images. As a result, a larger portion of

input lane image will be considered unrelated to next lane

image groundtruth.

Fig 4 shows the prediction output image of CNN-based U-

Net with different timestamp differences. In Fig 4, the network

trained with longer timestamp difference produces more blurry

prediction output image. Based on the analysis from Fig 3

that a larger part of current lane image input is considered

unrelated to next lane image prediction in longer timestamp

difference condition, the level of feature reuse will decrease.

This results in more blurriness between current lane image

input and next lane prediction output. However, even in longer

timestamp difference, CNN-based U-Net’s output image still

contains lanes that can used for vision-based steering. This

result shows that CNN-based U-Net can be trained to estimate

next lane image and implemented as a state estimator for

forward internal model-based LFA.

V. CONCLUSION

This paper presents CNN-based U-Net as a state estimator

for forward internal model-based LFA system. It shows how

timestamp difference length between current and next lane

image affects training characteristics and outuput prediction

quality. Although longer timestamp difference length results in

overfitting by increasing the displacement between current and

next lane image, the lanes in prediction output image produced

by the network trained with longer timestamp difference are

visible enough for vision-based LFA.

CNN-based U-Net can be later integrated into the forward

internal model-based LFA system from Fig 1 as a state estima-

tor in forward internal model. This implementation can provide

a deep learning-based LFA pipeline that can mimic human

driver behaviors. Training the network with additional dataset

with more diverse weather conditions, illumination changes,

and traffic elements can further improve its performance as a

state estimator.
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Abstract—Frame interpolation methods generate 

intermediate frames by taking consecutive frames as inputs. 

This enables the generation of high frame rate videos from low 

frame rate videos. Recently, many deep learning-based frame 

interpolation methods have been proposed. One way of frame 

interpolation is by using the bi-directional optical flow. In 

many cases, these methods use backward warping to warp the 

input images to the desired frame. However, forward warping 

can also be used to warp the input frames. In this paper, we 

propose a frame interpolation method that utilizes both 

forward warping and backward warping. Experimental 

results show that utilizing both warping methods can enhance 

the performance compared to only using backward warping. 

Keywords—frame interpolation, deep learning, optical flow 

I. INTRODUCTION  

Frame interpolation allows us to generate intermediate 
frames of consecutive frames. With this technology, high 
frame rate videos can be generated from lower frame rate 
videos. For example, slow motion videos can be obtained 
from ordinary videos without using high speed cameras. 
Also, frame interpolation is applied in some video 
compression models for inter prediction. Video 
compression models with deep learning [1, 2] can replace 
the block-based flow estimation, that is a process in video 
compression standards (such as AVC [3], HEVC [4], and 
VVC [5]), with frame interpolation.  

One approach for frame interpolation is by using bi-
directional optical flow and using them to warp the input 
frames to the desired frame. Super SloMo [6] is one of those 
methods. In Super SloMo, the bi-directional flow is 
estimated, and the flows are used for backward warping. 
The challenge in backward warping, however, is that optical 
flow used for backward warping is not stable, often resulting 
in inaccurate predictions. We believe that forward warped 
images can also provide meaningful information for 
interpolation, as they are able to use more accurate flows for 
warping. Therefore, we utilize both forward and backward 
warping in Super SloMo. Experimental results show the 
effectiveness of using both warping methods.  

II. RELATED WORK 

A. Frame Interpolation 

Many deep learning-based frame interpolation have 
been proposed. There are several types of approaches. One 
approach is the flow-based approach [6, 7, 8].  Liu et al. [8] 
proposed a network that learns to synthesize video frames 
by flowing pixel values from existing ones, which they call 
deep voxel flow. [6, 7] calculate the bi-directional flow and  

(a) Backward Warping (b) forward Warping 

Fig. 1. Backward warping and forward warping 

use backward warping. Backward warping is a popular 
warping method for flow-based approaches. 

 However, recently, forward warping-based approach is 
proposed [9]. In Fig. 1, we explain the differences between 
the two warping methods. In backward warping, each pixel 
of the warped frame is mapped from the reference frame, 
thus creates less occlusion. On the other hand, forward 
warping maps each pixel of reference frame to the warped 
frame. Different pixels in the reference frame may be 
mapped to the same pixel on the warped frame. Also, no 
pixels may be mapped to a pixel on the warped frame, 
creating occlusions. Examples of occlusions caused by 
forward warping can be seen in Fig. 3 (a). For these reasons, 
backward warping is a popular method for frame 
interpolation. However, [9] proposed a new way to handle 
the cases where multiple source pixels are mapped to the 
same target location. 

While methods like [6, 7] require computationally 
expensive calculations to get the optical flows from the 
interpolated image to the input images, Huang et al. [10] 
proposed estimating 𝐹!→#  and 𝐹!→$  directly. Another 
approach is the kernel-based approach [11]. Combination of 
flow-based and kernel-based approaches using a network 
inspired by deformable convolution are also proposed [12]. 
Meyer et al. [13] regards video frames as linear 
combinations of wavelets and propose a phase-based 
approach.  

B. Optical Flow Estimation 

Convolutional Neural Networks (CNNs) are used in 
many computer vision tasks, including optical flow 
estimation. Optical flow plays an important role for flow-
based interpolation methods. FlowNet [14], an encoder-
decoder-based model, was the first work that implemented 
optical flow estimation with end-to-end training. Later 
research further enhanced the precision by developing better 
end-to-end architectures, such as coarse-to-fine flow 
prediction model using a pyramid architecture [15, 16]. 
Long et al. [17] use a CNN to predict optical flow by 
synthesizing interpolated frames, and then inverting the 
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CNN. Another work, proposed a network which extracts 
per-pixel features of the input frames, create 4D correlation 
volumes from those features, and iteratively update the flow 
field [18]. 

C. Video Compression 

Recent trend in video compression research is using 
deep learning, partially or end-to-end. These methods aim 
to outperform the widely used video compression standards, 
such as AVC [3], HEVC [4], and VVC [5]. Frame 
interpolation models are often used in deep learning-based 
video compression models. [1] uses a Variational 
Autoencoder (VAE)-based model for intra prediction and 
replace the block-based optical flow estimation with frame 
interpolation. [2] combines the current video compression 
standards with state-of-the-arts frame interpolation methods, 
proving that similar performances compared with the 
compression standards can be achieved with deep learning-
based interpolation models.  

 

Fig. 2. Proposed approach 

III. PROPOSED APPROACH 

A. Utilization of Forward Warped Images 

We incorporate forward warping into Super SloMo. Fig. 
2 shows our proposed method. First, the two input frames, 
𝐼! and 𝐼", are fed into the first U-Net and the bi-directional 
optical flow, 𝐹!→" and 𝐹"→! is computed. Next, in order to 
perform backward warping, 𝐹$→!  and 𝐹$→"  are calculated 
with the equation below: 

𝐹!→# = −(1 − 𝑡)𝑡𝐹#→$ + 𝑡%𝐹$→# (1) 
𝐹!→$ = (1 − 𝑡)%𝐹#→$ − 𝑡(1 − 𝑡)𝐹$→# (2) 

By using 𝐼! ,𝐼", 𝐹$→! and 𝐹$→", backward warped images 
𝑔(𝐼!, 𝐹$→!) and 𝑔(𝐼", 𝐹$→") are calculated. The original Super 
SloMo inputs these features to the second U-Net, but in our 
model, we also use the forward warped images ℎ(𝐼!, 𝐹!→$) 
and ℎ(𝐼", 𝐹"→$)  as inputs. For forward warping, we use 
Softmax Splatting, which was proposed in [9]. Optical flows 
𝐹!→$ and 𝐹"→$, which are needed for forward warping, are 
calculated with the equation below: 

𝐹#→! = 𝑡 ∗ 𝐹#→$ (3) 
𝐹$→! = (1 − 𝑡) ∗ 𝐹$→# (4) 

The outputs of the second U-Net are optical flow 
residuals ∆𝐹$→! and ∆𝐹$→", and the Visibility Map 𝑉$←! and 
𝑉$←". The Visibility Map satisfy the following constraint: 

𝑉!←# = 1 − 𝑉!←$ (5) 
Finally, with the warped frames and the visibility map, 

the final interpolated frame is calculated. 

B. Utilization of RAFT Optical Flows for Forward 

Warping 

Our method explained in section A uses the optical flow 
from the first U-Net for forward warping. However, the 
flows 𝐹!→" and 𝐹"→! from the first U-Net are optimized for 
backward warping, meaning they are not as precise as other 
optical flow estimation models (since optical flow models 
are normally optimized for forward warping, rather than 
backward warping).  Therefore, we utilize an off-the-shelf 
optical flow estimator, RAFT [18], for flow estimations 
needed for forward warping. This results in a much more 
precise forward warped image, but bigger occlusions can be 
spotted, which leads to worse results. To overcome this 
issue, we fill the occlusions with the already calculated 
backward warped images. The occlusions on ℎ(𝐼!, 𝐹!→$) are 
filled with pixel values from 𝑔(𝐼", 𝐹$→") . Similarly, the 
occlusions on ℎ(𝐼", 𝐹"→$) are filled with pixel values from 
𝑔(𝐼!, 𝐹$→!). 

 

(a) Forward warped image with 

occlusions, especially around 

balls 

 

(b) Filled with backward 

warped image pixels 

Fig. 3. Forward warped image with RAFT 

IV. EXPERIMENTS 

A. Dataset 

For training, a combination of different 240 fps videos 
and datasets were used. First, just like the original Super 
SloMo reported in [6], the Adobe 240-fps dataset from [19] 
was used. Also, the GOPRO dataset [20] was used. In 
addition, we collect 190 sequences from YouTube. Finally, 
we collect our original 240 fps videos using iPhone. Figs. 4 
and 5 show a snapshot of randomly selected video frames of 
the YouTube and iPhone videos. In the dataset, there are a 
great variety of scenes such as sports, animals, moving 
vehicles, etc. Table Ⅰ shows the number of video clips, the 
number of frames, and the resolution of each video set. 

 

  

  

Fig. 4. Snapshot of YouTube videos 
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Fig. 5. Snapshot of iPhone videos 

TABLE I.  DATASET INFORMATION 

 Adobe240 GOPRO YouTube iPhone 

# video 
clips 

133 33 190 83 

# video 
frames 

124,841 34,874 93,161 117,320 

resolution 720p 720p Various 
resolutions 

1080p 

B. Training Settings 

Training of the models is conducted by comparing the 

output 𝐼0!  and the actual intermediate frame 𝐼! . The loss 
function is a linear combination of four terms: 

𝑙 = 𝜆'𝑙' + 𝜆(𝑙( + 𝜆)𝑙) + 𝜆*𝑙* (6) 
Reconstruction loss 𝑙'  determines how well the 

reconstruction of the interpolated frame is. It is calculated 
with the following equation: 

𝑙' = 1
𝑁5 ∥ 𝐼0! − 𝐼! ∥$

+

,-$

(7) 

Perceptual loss 𝑙( is also used to reduce blur and make 

interpolated frames sharper. It is calculated by using 
VGG16 model [21] 𝜙: 

𝑙( = 1
𝑁5 ∥ 𝜙(𝐼0!) − 𝜙(𝐼!) ∥%

+

,-$

(8) 

 Warping loss 𝑙) is calculated for optimization of optical 
flow predictions. The warping loss includes errors of 
warped frames using  𝐹#→$, 𝐹$→#, 𝐹!→#, and 𝐹!→$:  

		𝑙) =∥ 𝐼# − 𝑔(𝐼$, 𝐹#→$) ∥$+∥ 𝐼$ − 𝑔(𝐼#, 𝐹$→#) ∥$+					 (9)
1
𝑁5 ∥ 𝐼! − 𝑔(𝐼#, 𝐹!→#) ∥$

+

,-$

+ 1
𝑁5 ∥ 𝐼! − 𝑔(𝐼$, 𝐹!→$) ∥$

+

,-$

 

 Smoothness loss 𝑙*  is also added to encourage 
neighboring pixels to have similar values. ∇ represents total 
variation regularization which was also used for training of 
DVF [8]. Smoothness loss is calculated with the following 
equation: 

𝑙* =∥ ∇𝐹#→$ ∥$+∥ ∇𝐹$→# ∥$ (10) 
 

 

The weights are kept the same as [6].  

𝜆' = 0.8 (11) 
𝜆( = 0.005 (12) 
𝜆) = 0.4 (13) 
𝜆* = 1 (14) 

The models are trained for 250 epochs. The learning rate 
is set to 0.0001 and decreases by a factor of 10 every 100 
epochs. 

All the videos are divided into groups of 12 consecutive 
frames. During training, 9 consecutive frames are randomly 
chosen out of the 12. The first frame and the nineth frame 
are used as inputs, and the target frame for interpolation is 
randomly chosen. 

C. Evaluation Results 

Two datasets, Middlebury and DAVIS, are used for 
evaluation. The evaluation metric is Peak Signal-to-Noise 
Ratio (PSNR). For the DAVIS dataset, the 10th frame and 
the 12th frame were used as inputs to interpolate the 11th 
frame. Results are shown on Table Ⅱ. “Ours w/o RAFT” 
indicates our model which uses the optical flow from the 
first U-Net for forward warping. “Ours w/ RAFT” indicates 
our model which uses the optical flow from RAFT for 
forward warping. The red numbers indicate the best 
performance and the blue numbers indicate the second best 
performance. 

TABLE II.  EVALUATION RESULTS WITH MIDDLEBURY AND DAVIS 

DATASETS 

 Middlebury DAVIS 

Overlapping 27.97 - 

Phase-Based [13] 31.12 - 

MIND [17] 31.35 - 

DVF [8] 34.34 - 

Super SloMo 34.24 27.00 

Ours w/o RAFT 34.43 27.04 

Ours w/ RAFT 34.51 27.13 

 

The results for Overlapping, Phase-Based, MIND and 
DVF are directly taken from [12]. Also, the results of Super 
SloMo for the Middlebury dataset are almost identical to the 
results reported in [12]. We can see that by using the optical 
flow calculated by U-Net for forward warp, the 
interpolation accuracy enhances for both datasets. This 
model (Ours w/o RAFT) performed 0.19dB better in 
Middlebury and 0.04dB better in DAVIS dataset. For the 
Middlebury dataset, the original Super SloMo performs 
worse than DVF, but with our new model, it exceeds DVF’s 
performance. 

The accuracy becomes even better when better optical 
flow is used for forward warping. When compared with the 
original Super SloMo, our final model performed 0.27dB 
better in Middlebury and 0.13dB better in DAVIS dataset. 
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Visual results of Super SloMo and our proposed 
approach are shown on Fig. 6. We can see from Fig. 6 that 
our proposed approach, especially the one using RAFT, 
outputs images that are visually closer to the ground truth 
image. Although, we still see distorted regions in images. 
One reason for this is the large motions. Large motions are 
still hard to predict in our model, resulting in blurry or 
distorted images. Another reason is the non-linear motions. 
For equations (1), (2), (3) and (4), linear calculations are 
used to obtain the desired optical flow. Although, in real life, 
movements are not linear (ex. the movements of the fingers 
in the Beanbags sequence). 

V. CONCLUSIONS 

We have proposed a frame interpolation method that 
utilizes both forward warping and backward warping. We 
have learned that by adding forward warping to a backward 
warping-based model, Super SloMo, our method can 
enhance the performance. Also, we found that by using a 
better optical flow method for forward warping, even 
greater performance can be achieved. As future work, we 
would like to conduct similar experiments with other 
models that only uses one warping method. Also, we would 
like to use non-linear calculations to better understand the 
movements in the sequences. 
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Abstract—Video visual relation detection is a novel research
problem that aims to detect instances of visual relations of interest
in a video. In this paper, we propose a performance improvement
method of the video visual relation detection with multi-modal
feature fusion. First, we introduce a spatial feature extraction
method that is designed to include the relative positions of
objects itself and between objects in the image. Next, we suggest
a relationship classifier that is designed to accommodate the
complexity of the input features. Our proposed method achieves
6.65 mAP, and ranked the 2nd place in the visual relation
detection task of Video Relation Understanding Challenge (VRU),
the ACM Multimedia 2020.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

In recent years, deep learning technologies have achieved

great success in computer vision tasks, such as object classifi-

cation, detection, attribute detection, and segmentation [1]–

[5]. These computer vision researches have improved the

performance in various tasks of image understanding. How-

ever, high-level image understanding tasks such as image

captioning, scene graph, visual question answering, image

retrieval, and other related works remain open-challenging

tasks [6]–[9]. As a mid-level learning task, visual relationship

detection (VRD) can provide rich information for high-level

image understanding tasks. A VRD is generally defined as

a pair of objects localized by bounding-boxes together with

a predicate to connect them. It aims to construct a holistic

representation by identifying triplets in the form (subject,

predicate, object). Comparing with VRD on static image, video

visual relation detection (VidVRD) is much more practical and

challenging than VRD. Firstly, dynamic interactions between

objects can only be observed in videos. Secondly, there is a

high variability of interactions between two specific objects in

a video which causes another challenging problem. Therefore,

if VRD methods used in the static image are applied to video,

it is difficult to achieve high performance.

Fig. 1. Several examples of the VidOR dataset. Each object is spatio-
temporally annotated, and the relation instances between each pair of objects
are annotated in the videos.

To tackle these problems, several researches have been re-

cently proposed. Their natural VidVRD’s method is to generate

features of dynamic and time-varying relationships between

entities. On the other side, new challenges such as The ACM

Multimedia 2019 VRU Challenge with Video Object Relation

(VidOR) dataset [10], is designed to encourage this research.

Figure 1 shows several examples of VidOR dataset, which

contain 80 categories of objects annotated with a bounding-

box trajectory to indicate their spatio-temporal location in

the videos and 50 categories of relation predicates annotated

087978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 2. The overview of our proposed model. The circles with different colors represent different predicates in the relation prediction results.

among all pairs of annotated objects with starting and ending

frame index. The ACM Multimedia 2019 VRU Challenge

winner proposed a multi-modal feature fusion method for

VidVRD [11]. However, the winner’s method still leaves room

for performance improvements by modifying multi-modal

feature extraction and relations prediction classification. In

this paper, we propose a performance improvement method of

video visual relation detection via multi-modal feature fusion.

II. RELATED WORK

In recent years, many previous works have been studied the

problem of the visual relationship prediction. We present the

related work of video visual relation detection (VidVRD) as

well as video object detection (VID).

A. Video Object Detection

VID is the task of detecting objects from a video as op-

posed to images. When image-based object detection methods

applied to the video data, they can cause more miss detections

because the appearance of objects becomes often blurred or

even occluded in frames. After introducing the ImageNet

video object detection challenge (ImageNet VID) [12], many

object detection research efforts have been extended to video

object detection. Many works utilized the idea of feature

aggregation to enhance per-frame features by aggregating

nearby frames’ features. Specifically, Flow-Guided Feature

Aggregation (FGFA) [13] utilizes an optical flow network

from FlowNet [14], [15] for estimating the pixel-level motions

on feature maps of adjacent frames for feature aggregation.

Another solution to video object detection is to explore map-

ping strategies to link the static image detection results of the

same object identity into a bounding-box trajectory. Seq-NMS

[16] proposes a post-processing heuristic method consisting of

three steps: sequence selection, re-scoring, and suppression.

Through this method, the overall score was improved by

correcting the score of weaker detection. Detect and Track

(D&T) [17] generates a tracking formulation given two (or

more) frames as input into R-FCN [18] to perform object

detection and across-frame track regression. There is also

proposed a method [19] to calibrate object feature at the

box level to improve video object detection with an extended

version of FGFA.

B. Visual Relation Detection

VRD aims to identify groups of objects and their relation-

ships in an images in the form of (subject, predicate, object).

Specifically, this task is to detect all objects presented in the

image and predict all possible visual relationships between

two of the detected objects. In the past few years, several

approaches have been proposed to recognize the relationship

from the static images. These approaches have been also

applied to VidVRD without substantial modification. However,

comparing with VRD in the static image, VidVRD is not only

practical but also challenging than VRD, as mentioned in the

introduction section. Several well-designed models have been

proposed to solve this problem. Shang et al. [20] proposed the

first VidVRD framework to temporarily localize and recognize

dynamic relationships. they also contributed the first VidVRD

dataset which contains rich labeled relations. Tsai et al. [21]

proposed a fully-connected spatial-temporal graph constructed

for each video and graph convolutional network formulated

feature interaction. They proposed constructing a graph similar

to the above in a subsequent study but using conditional

random fields to take advantage of the statistical dependencies

between objects. Sun et al. [11] proposed a video relation

model with multi-modal feature fusion and achieved state-of-

the-art performance on VidOR dataset in ACM Multimedia

2019 VRU Challenge.
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TABLE I
PROPOSED SPATIAL FEATURE CALCULATION

Index f1 f2 f3 f4 f5 f6

Feature
xmin+xmax

2
ymin+ymax

2
xmax − xmin ymax − ymin

(xmin+xmax)∗imgw
2

(ymin+ymax)∗imgh
2

Index f7 f8 f9 f10 f11 f12

Feature (xmax − xmin) ∗ imgw (ymax − ymin) ∗ imgh
x′

min
+x′

max

2

y′

min
+y′

max

2
x′

max − x′

min y′max − y′min

Index f13 f14 f15 f16 f17 f18

Feature
(x′

min
+x′

max
)∗imgw

2

(y′

min
+y′

max
)∗imgh

2
(x′

max − x′

min) ∗ imgw (y′max − y′min) ∗ imgh log h
h′

log h∗w
h′

∗w′

III. THE PROPOSED APPROACH

In the following section, we describe our strategy which is

to modify spatial feature extraction and insert skip-connection

into FC-layers to improve accuracy for the relation prediction.

At first, we describe the proposed spatial feature extraction

method in section 3.1. Then, we present the insertion of the

proposed skip-connection embedded FC-Layers in section 3.2.

A. Relation Instance Generation

The proposed method is based on a framework which is

described in Sun et al. [11] and Shang et al. [20]. It consists

of three steps: decomposing one video into segments, predicate

recognition on segments and merging relationship predictions

in neighboring segments through a greedy association algo-

rithm. We also used pre-computed bounding box trajectories

that provided by VRU challenge organizers. We proposed

the spatial-temporal feature extraction method that extracts

relative location feature and motion feature. We defined the

object relative location feature as fRl = [f1, f2, ..., f18].
It is calculated as shown in table 1, where (x,y,w,h) and

(x’,y’,w’,h’) are the bounding box coordinates of subject and

object, respectively. (imgw, imgh) is the height and width of

the input image. Motion features are defined as follows:

fMot = fe
Rl − fs

Rl (1)

This feature extracts various locations over time between the

subject and the object, where fe
Rl and fs

Rl are our proposed

spatial features extracted from the end and start frames of

the candidated segment, respectively. Finally, spatial-temporal

features (fST ) are generated by concatenating the features

computed above fe
Rl, fs

Rl, and fMot. We use a pre-trained

word2vec model [22], [23] to extract feature fLan for encod-

ing subject/object categories. It was trained on GoogleNews

dataset.

B. Relationship Classification Model

After we generated fST and fLan, the features are fed into

our two independent classification models which are trained

separately. Our model is designed to increase the complexity

of the Multi-Layer-Perceptron(MLP) because it is difficult to

accommodate the complexity of the input features with a

simple MLP model. To this end, we adapted the number of

nodes in the MLP and introduced a skip-connection method.

Fig. 3. Proposed relation prediction classifier.

IV. EXPERIMENTS

A. Dataset and Training Details

The VidOR dataset consists of 7,000 videos for train, 835

videos for validation and 2,165 videos for test. 80 categories

of objects are annotated with bounding-box trajectory to

indicate their spatio-temporal location in the videos; and 50

categories of relation predicates are annotated among all pairs

of annotated objects with starting and ending frame index. Our

proposed model was trained with Stochastic Gradient Descent

(SGD) optimizer, where batch size is 32, momentum is 0.9,

weight decay is 0.1, and on NVIDIA GeForce GTX TITAN

XP GPU with 12GB memory. The learning rate is set to 0.01,

and reduces from 0.01 to 0.0001 for each 10 epochs. The

experiments were done with cuDNN v7.5 and CUDA 10.1. for

the test , we linearly combine the two prediction confidences

of classifiers as follows:

P (cp | fST , fLan) = λP (cp | fST )+(1−λ)P (cp | fLan) (2)

where cp denotes prdicate category, λ is set to 0.3.

B. Evaluation Metrics

VRU Challenge adopts Average Precision (AP) to evaluate

the detection performance per video and finally calculate
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TABLE II
COMPARISON BETWEEN OUR PROPOSED METHOD AND THE TOP-PERFORMING OF THE VRU’19 CHALLENGE ON VIDOR VALIDATION-SET

Method Tagging precision@1 Tagging precision@5 Tagging precision@10 Recall@50 Recall@100 mAP

Re-produced top-1 solution
in VRU’19 challenge

50.48 39.91 32.44 6.69 8.71 6.02

Pre-computed feature +
ours model

52.16 40.35 33.03 6.97 9.08 6.50

Ours feature +
model w.o skip-connection

52.52 40.18 32.95 6.99 9.12 6.56

Ours 51.68 40.04 33.01 7.01 9.14 6.60

TABLE III
FINAL RESULTS ON VIDOR TESTSET

Method Tagging precision@1 Tagging precision@5 Recall@50 Recall@100 mAP

Ours 52.69 42.19 7.16 9.36 6.65

the mean AP (mAP) over all testing videos as the ranking

score. To match a predicted relation instance (< s, p, o >p

, (τps , τ
p
o )) to a ground truth (< s, p, o >g, (τgs , τ

g
o )), the

requirements should be satisfied as follows: (1) their relation

triplets are exactly same, i.e. < s, p, o >p=< s, p, o >g .

(2) vIoU(τps , τ
g
s ) ≥ 0.5 and vIoU(τpo , τ

g
o ) ≥ 0.5, where

vIoU refers to the volume intersection over union [24]. (3) the

minimum overlap of the subject trajectory pair and the object

trajectory pair ovpg = min(vIoU(τps , τ
g
s ),vIoU(τpo , τ

g
o ) is

the maximum among those paired with the other unmatched

ground truths G, i.e. ovpg ≥ ovpg′(g′ ∈ G).

C. Results Analysis

Table 3 shows the final results on VidOR test-set. Our pro-

posed method achieves mAP of 6.65%, which is 0.34% higher

than the method of the winner in the VRU’19 challenge. We

also compared the performances using the VidOR validation

set as shown in Table 2 before submitting our final results.

The performance is improved when our proposed relationship

classification model is connected to the pre-computed features

of the VRU’19 challenge winner. Also, the performance of the

skip-connection method is slightly enhanced compared to the

case of no skip-connection. When both the proposed spatial

feature and relationship classification model were applied,

there was a better performance improvement than the last

year’s winning model in most evaluation metrics.

V. CONCLUSION

In this paper, we have proposed a spatial feature extraction

and relationship classifier for video visual relation detection in

the VidOR dataset. Specifically, the proposed spatial feature

extraction method is designed to include the relative position

of objects in the image and the relative position between

objects. In addition, the relationship classifier is designed to

accommodate the complexity of the input features. The exper-

iment results indicate that the proposed model outperforms the

last year’s winning model in the visual relation detection task

of VRU challenge. Our team (ETRI DGRC) ranked in the

2nd place of the visual relation detection task in the VRU’20

Challenge.
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AbstractÐThis paper proposes a deep learning system that
detects driver behavior for safe driving. A method of detecting
the dangerous behavior of an existing driver uses a method of
deep learning object detection that detects a class and a location
of an object in an image. However, the deep learning object
detection algorithm uses many computational resources, so it
cannot be used in vehicle embedded environments with limited
computational resources. In the case of an object classification
algorithm that classifies a single object in an image, fewer
computational resources are used than that of a deep learning
object detection algorithm. However, it cannot be applied because
various objects in the camera image cannot be classified as a
single object. In the paper, We propose an algorithm that infers
the driver’s behavioral area using the driver’s static movement
in a vehicle and then applies deep learning objects to the inferred
area. The proposed algorithm may be applied to a vehicle
embedded environment because the calculation time is faster and
more accurate than the deep learning object detection algorithm.

KeywordsÐdeep learning, object detection, classification

I. INTRODUCTION

The driver monitoring system monitors the driver’s

condition and alerts the driver to prevent accidents. Recently,

deep learning technology has been widely applied to driver

monitoring systems. When detecting the driver’s face [1] and

mobile phone [2] use and smoking [3], a deep learning object

detection algorithm is used. Representative deep learning

object detection algorithms include SSD [4], YOLO [5],

and RCNN [6]. SSD and YOLO are very fast to detect, but

RCNN is very slow. A deep learning object classification

algorithm is used when classifying the driver’s emotions

[7] and the driver’s gaze [8]. Representative lightweight

object classification algorithms include MobileNet [9] and

SqueezeNet [10]. The object detection model generally

uses more operator resources than the object classification

model. In a limited vehicle embedded environment, a

deep learning object detection algorithm that uses many

computational resources causes system instability. Therefore,

it is inappropriate to detect mobile phones and cigarettes

using a deep learning object detection model.

The object classification algorithm’s existing driver

behavior detection algorithm consists of two steps. The first

step detects a face area, and the second step is to enter

the area of the ear or mouth into the object classification

model [11]. However, this method has a problem in that

behavior cannot be detected when there are no objects around

the mouth and ears. In addition, additional computational

resources are consumed because the driver’s face must be

detected to detect behavior.

Figure 1. Changes in contrast when a driver uses a mobile phone: (a) Previous
frame, (b) current frame, (c) contrast change image

The vehicle interior environment is very different from

the general environment. The general environment is very

dynamic. On the other hand, the environment observed by

the vehicle interior camera is very static. Figure 1 shows the

previous and current frames when driving after setting the

camera frame to 5 FPS. Figure 1(a) is the previous frame, and

figure 1(b) is the current frame using a mobile phone. Figure

1 (c) can be obtained by subtracting Figure 1 (a) and Figure

2(b). Through Figure 1, we confirmed a significant change in

the contrast of the behavioral area when the driver acted in

a static vehicle environment. On the other hand, there is no

movement in the non-behavior area, so the change in contrast

is negligible.

In this paper, we propose an algorithm to detect drivers’

dangerous behaviors by using the change in contrast in the

behavioral area. The proposed algorithm detects the final

behavior through two steps. The first step is to detect the

driver’s behavior area. The second step is to classify the final

driver behavior using a deep learning classification algorithm

092978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Figure 2. The structure of the driver behavior detection algorithm: (a) inferring the behavior area, (b) classifying the behavior area

in the behavioral area. Through this process, the driver’s

behavior can be detected using only deep learning object

classification without using a deep learning object detection

algorithm.

The rest of the paper consists of the following. The proposed

driver behavior detection algorithm is described in Section II.

The experimental results and analysis are described in Section

III, and the conclusions are summarized in Section IV.

II. BEHAVIOR DETECTION ALGORITHM

Figure 2 is the structure of the proposed algorithm. The

proposed algorithm consists of two steps behavioral area

inference and classification. The first step is to compare the

contrast between the previous and current frames, as shown in

Figure 2(a), to find the active area with the most considerable

contrast. The second step classifies the driver behavior by

inputting the active region of Figure 2(a) into the deep learning

classification algorithm, as shown in Figure 2(b).

A. infer the behavior area

The process of inferring the behavioral area consists of four

steps. In the first step, the previous frame and the current frame

are downsampled to a size of 48× 36. The second step is to

create an active image, a contrast change image, as shown in

Figure 3. Figures 3(a) and 3(b) are the results of applying a

5×5 smoothing filter to the frame. The active image in Figure

3(c) is generated by the difference in contrast values between

Figure 3(a) and Figure 3(b), to which smoothing is applied.

The third step is to downsample the active image to a size

of 8 × 6, as shown in Figure 4. The brightest area in Figure

4 is the area where the driver acted. If the average of the

total contrast values of the active image exceeds 60, the light

change is excessive. The typical environment where there are

many light changes is the tunnel’s entrance and exit. In such

an environment, it is impossible to infer the behavior area.

Therefore, only when the average of the total contrast values

of the active image is less than 50 does it move on to the area

inference step. The final step is to store each sliding value

by sliding window size of 3 × 3 in the downsampled active

image. An area with the most considerable value in the sliding

window becomes an active area. When the sum of pixels in the

extracted active area exceeds 300, it is input to the following

behavioral area classification process.

Figure 3. Generating an active image through a difference between a previous
frame and a current frame: (a) previous frame, (b) current frame, (c) active
image

In the process of inference of behavioral areas, downsam-

pling uses area interpolation. Two benefits can be obtained

by downsampling by area interpolation. First, as the image

becomes smaller, the following operation’s calculation time
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can be reduced. Second, to find the behavioral area, the change

in some areas is more important than the change in a specific

pixel.

Figure 4. The result of downsampling the active image to 8× 6

B. Classification of behavioral areas

To classify behavior, this paper used Squeezenet and a

deep learning classification algorithm [10]. Existing deep

learning classification models focus on increasing accuracy.

However, SqueezeNet is a small classification network with

a small number of parameters. Models with few parame-

ters are suitable for hardware with limited computational

resources, such as vehicle embedded environments. Learn-

ing data were collected to learn the behavior classification

model. Learning data consisting of smoking and cigarettes

were collected 1,000 sheets each. 800 data were used for

learning, and the remaining 200 were used for algorithmic

performance tests. Data amplification used rotation, flip, and

movement. Rotational amplification was applied at ±20
◦

considering the rotation of the driver’s face. Flip amplification

was applied only to the left and right. Movement applied

20% of the image size. Figure 5 is the result of classify-

ing the behavioral area through the classification algorithm.

https://ko.overleaf.com/project/61a713fa1d603bc1333327dc

III. EXPERIMENT RESULTS AND ANALYSIS

To analyze the performance of the behavior position detec-

tor, 100 pairs of general state frames were collected. We also

collected 100 pairs of data on driver behavior. We confirmed

that the behavioral location detector has an accuracy of 90%.

For the performance analysis of the behavior classifier, 200

behavior data were collected. We confirmed that the behavior

classifier has an accuracy of 95%. Finally, We confirmed that

our final overall system has an accuracy of 85%.

To compare the operation speed, the SSD detector and the

proposed algorithm were compared [4]. Computer equipment

and environment are CPU i7-8086, RAM 16GB, Windows,

Keras. The operation speed of SSD is 8FPS, and the proposed

algorithm is 25FPS.

Figure 5. The result of detecting a driver using a mobile phone

The proposed algorithm was more accurate in the environ-

ment where there was no change in the interior contrast caused

by lighting and sunlight. However, the accuracy was low in

an environment where there was much change in vehicle

interior contrast due to lighting and sunlight. The cause of the

performance degradation is the behavioral position detector.

The behavior region detector uses the contrast between the

previous frame and the current frame.// If there is a difference

in contrast due to lighting and sunlight, not the difference in

contrast due to behavior, the proposed algorithm incorrectly

detects the location.

IV. CONCLUSION

In this paper, we propose a behavior detection algorithm

that reduces the computation time by 70% compared to the

deep learning object detection model by using the static

movement of the driver. The proposed algorithm consists of

two steps. The first step is finding the behavior position in the

previous and current frames. The second step is to input the

behavioral location into the classification network to detect the

final driver’s behavior. The accuracy of the proposed behavior

detector is 85%.
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Abstract—Optical camera communication (OCC) is considered
as a potential option for wireless communication due to the recent
surge adoption of LED technology. Massive adoption of LED
technology creates a problem in OCC due to the interference
caused by other LEDs that do not transmit data. Hence, in
this research work, we propose an intelligent receiver for the
OCC system which can differentiate LED, whether the LED is
transmitting data or not. We differentiate the LED by using
an AI-based object detection algorithm and we compare the
performance of four object detection algorithms, such as Faster
RCNN, MobileNet SSD, YOLO V4, and YOLO V4 Tiny, to detect
the data transmitting LEDs or non-data-transmitting LEDs.
Experimental results show that the four algorithms can achieve
above 0.95 mAP when detecting and classifying the LEDs. Thus,
the object detection algorithm can be implemented in the OCC
system and can be used to improve the OCC performance and
robustness.

Index Terms—optical camera communication, object detection,
intelligent receiver.

I. INTRODUCTION

The wireless communication system has a lot of advan-

tages compared to the wired communication system. The

wireless communication system is easier to deploy due to

the absence of wire. By using wireless communication, the

data communication is conducted wirelessly as long as the

receiver is still in the coverage area of the transmitter. Wireless

communication nowadays is utilized in various application

fields such as mobile networks, Internet of Things (IoT),

and satellite communication systems. Radiofrequency (RF)

technology is one of the popular wireless communication

technology. Currently, the RF technology is at the center of

attraction although the exponential growth of users causes the

traffic to become congested [1] and the interference due to

too many RF devices in a region is forcing them to search for

complementary spectrum [2][3]. However, due to the nature

of RF technology which uses radio to transmit the data,

increasing the data rate using RF technology can be done

by increasing the frequency band. However, that technique of

increasing the frequency band has a negative effect on human

health [4].

Optical wireless communication (OWC) is a potential al-

ternative to existing RF technology communication systems

[5]. Basically, OWC is divided into three techniques: light fi-

delity (Li-Fi), visible light communication (VLC), and optical

camera communication (OCC) [6]. All three techniques have

similarities which using LEDs as the transmitter because of

many benefits of LED such as high energy efficiency and low

power consumption. Meanwhile, for the receiver, the VLC and

Li-Fi are using photodiodes to receive the signal transmitted

from the LED transmitter that propagates through the optical

channel [7]. For OCC, it uses an image sensor as the receiver

which the image sensor can be divided into two types, global

shutter camera and rolling shutter camera. Compared with

other OWC techniques, OCC presents superiority such as low

cost, high reliability, and high resistance against interference

[1].

In OCC, the camera received the optical signal with non-

interference communication because the camera’s image sen-

sor has the capability to do spatial separation [8]. The image

received by the camera is processed frame-wise which limits

the OCC system data rate. To solve that issue, we can use a

high-speed camera to increase the number of frames processed

at a time [9]. However, using a high-speed camera will need

a high-performance computer because it also needs a fast

frame processing time. Another disadvantage is the price of

the high-speed camera is expensive. Hence, MIMO techniques

are proposed to increase the data rate of OCC systems [10].

Recently, several researchers also propose hybrid modulation

techniques based on intensity, spatial, color, frequency, and

phase to increase the data rate in the OCC system [11].

Due to the increasing number of LEDs adopted in daily

life, those LEDs cause interference with the OCC systems.

The OCC systems cannot focus only on the LED that actually

transmitting the data because the other LED that is located near

with the transmitting LED also blinking but doesn’t transmit

any data. In this paper, we designed a system that enables

the OCC system to locate the location of LED that transmits

modulated data. We use an object detection algorithm to

detect the location of transmitting LED and non-transmitting

LED. Then, we also compare the performance of four object

detection algorithm to detect the LEDs.

II. METHODOLOGY

A. Experiment Scenario

For conducting the experiment, we build an OCC system

that consists of a transmitter and receiver. For the transmit-

ter part, we use one LED to transmit the modulated data.

The modulation technique used is FSOOK modulation that

modulates the data at a frequency between 2-4kHz. Then, we

also use another LED that only turned on without transmitting

096978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



any data. Those LEDs are separated 8cm horizontally and

both are controlled by an Arduino microcontroller board. The

receiver, which is a camera with a frame rate of 60 fps,

is located in front of the LEDs and establishes a line of

sight (LOS) connection. For this experiment, we variate the

distance between the LED transmitter and receiver with a

distance of 10cm, 20cm, and 30cm. Then, we use four types

of object detection algorithms: Faster RCNN [12], MobileNet

SSD [13][14], YOLO V4 [15], and YOLO V4 Tiny. From

those four object detection algorithms, we will compare their

performance in detecting and classifying the LEDs from a

distance of 10cm, 20cm, and 30cm. Also, we will calculate

the data rate of the OCC system from various distances of

10cm, 20cm, and 30cm. Figure 1 shows the OCC architecture

used in this experiment.

Fig. 1. OCC Architecture.

B. Dataset

To develop the AI object detection, we need an image

dataset to train the AI algorithm for detecting the LEDs. We

create the dataset by doing the scenario as described in the

previous section. The difference is we don’t detect the ROI and

demodulate the data, we only record the LEDs from a distance

of 10cm, 20cm, and 30cm. At each distance, we record a video

for 60 seconds long. Because our camera operates at 60fps,

hence, for 60 seconds, we will get 3600 individual frames.

According to the scenario, we will get three videos and total

images of 10,800 images. From those images, that contain

the transmitting LED and non-transmitting LED, we manually

label each image by applying a bounding box to each LED

location and the class of that object. The labeling is done by

using labelImg software.

From 10,800 images in the dataset, we divide it into three

parts, first, 70% of the data will be used for the training

process. Then, the other 20% is used for the testing process

and the last 10% will be used for validation. After dividing the

data, we also apply preprocessing to the data such as resizing

the images, rotating, and mirroring the images randomly.

III. DEVELOPMENT OF THE OBJECT DETECTION AI

MODELS

After creating the database, we have data that can be used

for the AI model to learn. In this paper, we decide to use four

types of AI models: Faster RCNN, MobileNet SSD, YOLO

V4, and YOLO V4 Tiny. We choose those AI models because

those models are notorious for their detection performance in

detection accuracy and detection speed.

To develop the AI models, we use two different environ-

ments. For YOLO V4 and YOLO V4 Tiny, we use darknet to

train the models using our dataset. For the training process in

the darknet, we use hyperparameters such as a learning rate

of 0.001, a momentum of 0.9, and a decay rate of 0.0005.

Both AI models is using input images with a size of 416x416

pixels, and each image has 3 channels. Then, we train the

models for 2000 epochs while calculating the training mAP

every 100 epoch. After the training process is finished, we

test our model using the validation dataset and calculate the

mAP. Figure 2 shows the training loss for YOLO V4 Tiny and

YOLO V4. The loss is already very small which indicates that

the models have already learned the image dataset. Also, the

mAP, which shown in Figure 3, shows that the model is able

to learn well about the target.

Fig. 2. Training Loss for YOLO V4 and YOLO V4 Tiny

Fig. 3. mAP during training for YOLO V4 and YOLO V4 Tiny

Then, for the Faster RCNN and MobileNet SSD, we use
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Tensorflow development environment. The training method is

similar to the darknet. Here, we use hyperparameters such as

a learning rate of 0.01 and momentum of 0.9. For this part, we

use an image size of 640x640 pixels as input. Then, we train

the models for 10,000 epochs. After the training is finished,

we calculate the mAP of the model by testing it using the

validation dataset. The training result is shown in Figure 4 and

Figure 5 which shows the training loss for 10,000 epochs and

mAP during training process of Faster RCNN and MobileNet

SSD.

Fig. 4. Training Loss for Faster RCNN and MobileNet SSD

Fig. 5. mAP during training for Faster RCNN and MobileNet SSD

After the training process is finished, we will use the weight

of the model for the testing process. We conduct the testing

process by implementing it in the OCC system so that we

can measure the data rate and mAP of each model. Different

from the training process, we conduct the testing process

using embedded computer NVIDIA Jetson Xavier NX. The

embedded computer will be installed by the AI models and

OCC receiver software to detect the transmitting LED and

non-transmitting LED.

IV. EXPERIMENT RESULT

The experiment is done by implementing an AI object de-

tection model in the receiver part to intelligently differentiate

the transmitting LED and non-transmitting LED. The camera

continuously captures the image of the LED at 60fps and

the receiver system will process that frame. The AI model is

utilized to detect the location of the actual transmitting LED

and LED that is only turned on. Then, the AI model will output

the predicted location of the LEDs and give a bounding box

and label to each detected LED. Figure 6 shows the predicted

location of transmitting LED and non-transmitting LED. After

that, the receiver system will only focus on transmitting LED

ROI to demodulate the data and restore the data.

Fig. 6. AI model result predicted location of transmitting LED and non-
transmitting LED.

From the experiment, we also obtain the mAP of the four

developed AI models. The mAP value is shown in Figure 7.

From that figure, we can see that all four AI models achieve

high mAP values which are above 0.95. This indicates that

all AI models can classify the transmitting LED and non-

transmitting LED successfully. Also, the location prediction

of each AI model is good due to the high mAP value. This

means that all four AI models can be utilized in the OCC

receiver system to solve issues of interference from other

LEDs. However, this is depending on the hardware of the

receiver. In this experiment, we use NVIDIA Jetson Xavier

NX as the receiver computer. When running four AI models,

we observe that each algorithm produces a different frame

processing time. This is due to the complexity of each AI

model. When using YOLO V4, we only get an average of

2.9 fps, then for the YOLO V4 Tiny, we get an average of

12.7 fps. After that, for MobileNet SSD, we get an average

of 3 fps and 0.2 fps for Faster RCNN. Hence, although all AI

models produce high mAP, when used in the receiver system,

the frame processing time for each AI model is different which

affects the OCC performance. If the frame processing time is

very slow, it cannot capture all information transmitted by the
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LED. Therefore, the fast frame processing time is a necessity

to capture all transmitted information.

Fig. 7. mAP value of each AI models in testing process.

Besides that, in the experiment, we also calculate the data

rate of the OCC systems from a distance of 10cm, 20cm,

and 30cm. The result is displayed in Figure 8. We can see

that the data rate is decreasing while the distance between

receiver and transmitter is longer. This is caused by the emitted

power of the LED is weakening when the distance is longer

which causes the camera only to see fewer stripes in the long

distance. Meanwhile, in a short distance, the LED power is

still strong, and the camera can capture many stripes.

Fig. 8. Data rate from various distance.

V. CONCLUSION

In this paper, we have implemented an OCC system that

uses an AI object detection algorithm to differentiate trans-

mitting LED and non-transmitting LED. We successfully de-

veloped the AI algorithm to predict LED location and classify

the LEDs. From the experiment result, we can see that four

AI models can achieve excellent performance with high mAP.

However, for implementation of OCC in embedded computers,

high mAP is not enough, the AI model also should have a low

computational cost to produce a fast frame processing time.

Hence, the YOLO V4 Tiny is the best AI model compared to

the other because it can produce a high mAP while having

a low computational cost that enables the receiver system

to achieve 12.9 fps. Then, the distance between transmitter

and receiver is also necessary to the OCC performance. As

such, the issue of interference from other LEDs in OCC

can be solved by using an AI object detection algorithm to

detect and classify the LED. It enables the OCC system to

know the actual transmitting LED location and only focus on

that location which will increase the system robustness and

stability.
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Abstract—Interference between C-V2X(Cellular Vehicle to 
Everything) usage and Wi-Fi 6E can occur in the 5.9GHz band 
designated for ITS(Intelligent Transportation System) purposes, 
so interference analysis between the vehicle and the AP(Access 
Point) is performed to protect C-V2X from interference to 
derive the distance of each RSRP(Reference Signal Received 
Power). 

 
Keywords—C-V2X, Wi-Fi 6E, Interference Analysis, AFC 

I. INTRODUCTION 

Since the existing AFC(Automated Frequency Control) is 
an operating system for frequency coexistence between Wi- 
Fi 6E in the 6GHz band and existing inbound users, it is not 
considering protection for C-V2X using the 5.9GHz band, so 
it is necessary to come up with an alternative to the protection 
of C-V2X. In order for the use of Wi-Fi 6E in the 6GHz sub-
band(5,925MHz to 6,425MHz) to coexist without causing 
interference with the use of C-V2X in the 5.9GHz band, it is 
necessary to calculate the interference probability and 
protection distance through interference analysis 

using the MCL(Minimum Coupling Loss) method and 
MC(Monte Carlo) method[5]. 

A. dRSS(desired Received Signal Strength) 
dRSS, which is a Wt(Wanted transmitter) signal received 

from Vr(Victim receiver), may be expressed as Equation (1). 
 

dRSS = 𝑃𝑊𝑡 + 𝐺𝑊𝑡→𝑉𝑟 + 𝐺𝑉𝑟→𝑊𝑡 − 𝑃𝐿 𝑃𝑊𝑡 is the maximum transmission power of the transmitter, 𝐺𝑊𝑡→𝑉𝑟 is the transmitter antenna gain, 𝐺𝑉𝑟→𝑊𝑡 is the receiver 
antenna gain, and PL is the path loss from the transmitter to 
the receiver 

B. iRSS(interference Received Signal Strength) 
The iRSS, which is an It(Interfering transmitter) signal 

received from Vr, may be expressed as Equation (2). 
 

iRSS = 𝑃𝐼𝑡 + 𝐺𝐼𝑡→𝑉𝑟 + 𝐺𝑉𝑟→𝐼𝑡 − 𝑃𝐿 𝑃   is the maximum interference transmission power, 

between Wi-Fi 6E and C-V2X[1][2][3][4]. 𝐼𝑡 𝐺 is the interference antenna gain, 𝐺 is the receiver 𝐼𝑡→𝑉𝑟 𝑉𝑟→𝐼𝑡 
 

 

Fig. 1. 6GHz frequency allocation band and adhacent band status 
 

II. INTERFERENCE ANLYSIS 

When a new radio station requests a radio station permit 
within the radio environment where existing radio stations 
exist, to obtain approval, the operation of a new radio station 
is permitted if interference is below the standard for mutual 
coexistence through radio interference analysis between 
existing and new radio stations. If such interference can be 
predicted, the transmission power or frequency band of the 
radio station will be adjusted to reduce interference and 
enable more efficient frequency use. Methods commonly 
used as interference analysis methods between wireless 
systems can be largely divided  into interference analysis 

antenna gain, and PL is the path loss from the interference to 
the receiver. 

C. Interference Probability 
In this paper, interference was determined using the 

C/(N+1) (Carrier to Noise plus interference) technique. 
Interference analysis of the C/(N+I) technique includes noise 
in the existing C/I (Carrier to Interference) technique, and the 
interference analysis procedure is the same as the C/I 
technique that determines interference by calculating the ratio 
of desired signal and interference signal based on the C/I 
value provided by the equipment manufacturer. Whether or 
not to interfere is determined through Equation (3) and (4) 
below. 

 𝐶⁄(𝑁 + 𝐼) > [𝐶⁄(𝑁 + 𝐼)]𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝐶⁄(𝑁 + 𝐼) < [𝐶⁄(𝑁 + 𝐼)]𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

Interference does not exist in the case of Equation (3), and 
interference occurs in the case of Equation (4). The 
interference probability refers to the probability that the 
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throughput required by the system is not satisfied when the 
iRSS received by the Vr is relatively larger than the dRSS. In 
this paper, assuming that dRSS is always received above 
sensitivity, Compare the interference power iRSS due 
interference of Unwanted Emission and Blocking. After that, 
the probability of satisfying Equation (4) is calculated. 
Equation (5) shows the process of calculating the probability 
of interference. 

 𝑃 = 𝑃 {
𝑑𝑅𝑆𝑆 

<   
𝐶 | 𝑑𝑅𝑆𝑆 > 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦} 𝑖𝑅𝑆𝑆 𝐼+𝑁 

 

III. SIMULATION 

A. Interference Analysis Scenario 
 

Fig. 2. Interference Scenario between Wi-Fi 6E and C-V2X 
 

Victim link is a RSU(Road Side Unit) and OBU(On- 
Board Unit), Interfering link is a Wi-Fi 6E AP and Client. Wi-
Fi 6E AP and OBU exist in urban areas, and interference was 
analyzed according to the separation distance between Wi-Fi 
6E AP and OBU present in nearby bands in Downlink(RSU 
to OBU) situations. Indoor use of the next generation Wi-Fi 
6E is less than 250mW, which can be used regardless of 
interference, so indoor interference analysis was not 
performed. When the Wi-Fi 6E AP was 30dB, the maximum 
output , a protection separation distance satisfying the 
interference probability of 5% or less was calculated. The 
WINNER II radio wave loss model, which is most commonly 
used in urban areas of urban and suburban, where transceivers 
are distributed up to 2km, was used. The Wi-Fi 6E AP 
parameters set as an interference in this paper are shown in 
Table 1 below[6][7][8]. 

 
TABLE I. WI-FI 6E PARAMETERS 

 
 

Parameters 
 

Unit 

Center Frequency 6,005MHz 

 
Transmitter Power 

 
30dbm 

 
Bandwidth 

 
160MHz 

 
Tx Antenna Type 

 
Omni directional 

Tx Antenna Gain 2dBi 

 
Tx Antenna Height 

 
1.5m 

 

The emission mask of the Wi-Fi 6E AP is shown in Figure 
3. 

 
Fig. 3. Wi-Fi 6E Emission Mask 

 
The parameters of C-V2X set as the transmitter and 

receiver of the Victim link are shown in Table 2[9][10][11]. 
 

TABLE II. C-V2X PARAMETERS 
 

 
Parameters 

 
Unit 

Center Frequency 5,910MHz 

 
Transmitter Power 

 
23dbm 

 
Bandwidth 

 
10MHz 

 
Rx Antenna Type 

 
Omni directional 

Rx Antenna Gain 1dBi 

 
Rx Antenna Height 

 
1m 

 
Noise floor 

 
103dBm 

 
Sensitivity 

 
-90.4dBm 

 
Max distance 

 
107m 

 
C/(I+N) 

 
-1Db 

 

B. Interference Analysis Simulationi Result 
C-V2X divided each road by 20m×20m of grid and set it 

to be distributed within the grid, and Wi-Fi 6E AP was set to 
exist between min distance around the set grid and max 
distance. In the above situation, 20,000 events were randomly 
generated using the Monte-Carlo technique to calculate a 
protection distance that satisfies within 5% of the interference 
probability. The corresponding figure is shown in Figure 4. 
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Fig. 4. Interference analysis scenatino between C-V2X and Wi-Fi 6E 

 
When the value of SINR required as a result of 

interference analysis was -1dB, The protection separation 
distance according to the RSRP value of the C-V2X and OBU 
was calculated. The results showed that a minimum 
protective separation distance of 255m when RSRP is - 
60dBm, 310m when RSRP is -70dBm, 380m when RSRP is 
-80dBm, and 605m when RSRP is -90dBm, respectively. The 
result is shown in the graph of Figure 5 and 6. 

 

 
Fig. 5. Interference analysis results between C-V2X and Wi-Fi 6E 

 

Fig. 6. Protection separation distance for each RSRP of the 5G device 

IV. CONCLUSION 

In this paper, for the mutual coexistence of C-V2X in the 
5.9GHz band and Wi-Fi 6E in the 6GHz band, a study was 
conducted to prepare specific interference protection 
standards considering the potential interference of Wi-Fi 6E 
on C-V2X. As a result of the interference analysis between 
C-V2X and Wi-Fi 6E, when the RSRP of C-V2X is less than 
-60dBm, a minimum protective separation distance of 255m 
is required, and when the RSRP is less than -70dBm, a 
minimum protective separation distance of 310m, -80dBm 
When it is smaller than the protective separation distance of 
at least 380m, and when it is smaller than -90dBm, the 
protective separation distance of at least 605m is suggested. 
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Abstract—Driver behavior recognition (DBR) helps to ensure 
driver safety by alerting drivers about potential hazards and 
minimizing them. In this paper, we use deep learning-based neural 
architecture search (NAS) to classify driver behavior. In the NAS 
method, a reinforcement learning algorithm is used, and the 
neural network architecture is quickly searched by sharing the 
weights of the parameters. Most DBR models focus on accuracy, 
while high processing speed is required in order to be applied to 
actual vehicles. In addition, since the driver monitoring system 
(DMS) includes complex algorithms based on deep learning, it 
requires a DBR model that takes this into account. We collect our 
own data set for driver behavior classification and recognize four 
common driving behaviors: general driving, mobile phone use, 
food intake, and smoking. The proposed model on our own data 
set collected through experiments has better performance and 
lower network cost than the previous lightweight classification 
model. 

Keywords—deep learning, neural network architecture search, 
driver behavior recognition 

I. INTRODUCTION 
The driver monitoring system (DMS) recognizes the driver's 

careless behavior and warns the driver to prevent traffic 
accidents. DMS includes algorithms such as driver's face 
detection, head pose estimation, gaze estimation, and risky 
behavior classification. Among them, driver behavior 
recognition (DBR) classifies behaviors such as smoking and 
eating that distract the driver while driving. Research on deep 
learning-based DBR using camera sensors is being actively 
conducted recently. However, deep learning-based models have 
a large amount of computation and embedded devices used in 
vehicle environments have limited resources. Therefore, in order 
to apply DBR in conjunction with algorithms used in DMS, not 
only high accuracy but also a lightweight classification model is 
required. 

Recently, lightweight model architectures such as 
MobileNet [1], [2] and ShuffleNet [3], [4] have generally been 
adopted in devices with limited resources such as mobile or 
embedded model structures. Furthermore, remarkable progress 
has been made in the field of neural architecture search (NAS), 
which automatically generates and optimizes convolutional 
neural network (CNN). The classification model using NAS 
showed better performance than the existing human-designed 

networks [5]. NAS algorithms achieve high performance despite 
the high computational cost for searching for a network. Most of 
the existing NAS studies have analyzed model performance 
using datasets such as CIFAR-10 and ImageNet. 

In this paper, we propose a NAS algorithm for DBR. The 
proposed NAS algorithm uses operations to optimize the neural 
network architecture through reinforcement learning and to 
consider weight reduction and accuracy in the architecture 
search space. The network architecture was searched for 
classifying driver behavior, and the proposed model not only 
achieved higher accuracy than the existing deep learning-based 
lightweight model but also significantly reduced the cost in 
terms of network size. 

  Following the introduction, this paper is structured as 
follows. Section 2 introduces the NAS algorithm based on 
reinforcement learning, and Section 3 explains the algorithm for 
real-time DBR. Section 4 explains the experimental results of 
the existing classification model and the proposed classification 
model, and Section 5 concludes.  

II. RELATED WORK 
The search space of the neural network architecture defines 

an architecture space to ensure the model's performance to be 
generated. The operator space of NAS includes convolution, 
pooling, and residual connections. In general, NAS requires very 
high computing costs. Reinforcement learning-based algorithms 
have proposed methods such as weight sharing and progressive 
search for efficient search. Most NAS do not consider model 
lightweight or use latency as a constraint for network 
lightweight, thus limiting the models that can be generated 
within the search space. In this paper, performance is improved 
by redefining the operator space of the NAS for accuracy 
improvement and weight reduction. 

  This paper follows ENAS [6] of the reinforcement learning 
algorithm-based NAS method. The neural network search space 
consists of a directed acyclic graph. Recurrent neural network 
(RNN) shares stored weight parameters before training the 
generated network to accelerate search time and applying 
previously trained weights to each network. Then, after training 
the network, the trained weights are stored. When the validation 
accuracy of the generated network is higher than the previously-
stored validation accuracy, the stored cells are removed, and the 
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searched cells are stored. Validation accuracy is used as a reward 
for the reinforcement learning algorithm to be trained in the 
direction that the RNN controller searches for the optimal 
network. This process is repeated to search for the optimal 
neural network architecture. 

The learnable parameters are the parameter 𝜃 of the RNN 
and parameter 𝑤 of the generated network. The policy of 
reinforcement learning is defined as 𝜋(𝑚;  𝜃). 𝑚 is the model 
chosen from a policy. To optimize the generated network, we 
use stochastic gradient descent (SGD) to learn in the direction 
of minimization. The loss function ℒ(𝑚;  𝑤) uses cross-entropy, 
and the expected value of the loss function is 𝔼 ~ (𝑚;  𝜃) [ℒ(𝑚;  𝑤)] .  It is calculated using Monte Carlo 
estimation. 

               ∇𝔼 ~ (𝑚;  𝜃) [ℒ(𝑚;  𝑤)]  ≈ 1𝑀 ∇ ℒ(𝑚 , 𝑤)                (1) 

As the RNN trains, it learns in the direction of maximizing 
the expected value of 𝔼 ~ (𝑚;  𝜃) [𝑟(𝑚, 𝑤)] the reward. The 
reward 𝑟(𝑚, 𝑤) uses the accuracy of the validation data set.  

III. PROPOSED ALGORITHM 

A. Data Pre-processing 
This study proposes an efficient DBR algorithm for 

recognizing driver behavior from in-vehicle camera sensors and 
applying it to DMS based on deep learning. DMS consists of 
complex algorithms such as face detection, facial landmark, 
head pose estimation, gaze estimation, emotion classification, 
and behavior recognition. In particular, in the case of face 
detection, face landmarks, emotion classification, and behavior 
recognition, deep learning-based models with high accuracy are 
mainly used. For this reason, to apply a real-time DMS by 
linking a deep learning-based model with a large amount of 
computation and a DBR model, it is essential to reduce the 
model's weight. Face detection in DMS is an essential algorithm 

used before applying facial landmarks and emotion 
classification. Therefore, when the region of interest is extracted 
using the face detector, an object classification model may be 
used instead of object detection having a relatively large 
computational amount. As shown in Fig. 1, the original image is 
the size of 1920×1080×3. By removing the surrounding 
background, inference speed and classification accuracy can be 
improved. A region of interest, including the driver's face region, 
is designated through the face detector. In order to classify the 
driver's behavior, the region of interest is expanded. Since most 
of the driver's behavior range is from the face to the upper body, 
it expands to the lower region. The image is resized to 96×96×3 
to reduce the amount of computation. Pre-processed images 
classify driver behavior into four classes: eat, normal, phone, 
smoke through the proposed CNN-based classifier. 

B. Architecture Search Space 
As shown in Fig. 2, the search space consists of a network, 

cells, and nodes. A node is a unit constituting a cell. Node is a 
specific tensor having an output value of operator. An input node 
is defined as 𝑁 , an intermediate node is defined as 𝑁 , and an 
output node 𝑌 . 𝑁  is represented by  𝑁  and 𝑁 . Input nodes  𝑁  
and 𝑁   take as input the previous output tensor and the former 
output tensor, respectively, and are applied to the next first 
normal cell. 𝑁  has 𝑛 − 2 output tensors from 𝑁  to 𝑁  if the 
number of nodes is 𝑛.  𝑁  outputs the operator defined to extract 
features from the RNN controller and the order for connecting  
nodes to each other. For all nodes 𝑁 , if the connection between 
nodes is defined as (𝑎, 𝑏)  and the operation is defined as o,  o(𝑎, 𝑏)   can be defined as the connection between nodes  𝑁  
and 𝑁 . Finally, 𝑁  ( 𝑁 ~ 𝑁 ) outputs 𝑌 by performing a 
concatenation operation. The RNN controller samples two 
operations for each node and a number to connect between the 
two nodes. Two output tensors are generated by the combination 
of each operation and node, and one output tensor is generated 
through element-wise addition operation.  

Fig. 1. Proposed DBR Algorithm. 
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A cell is defined as a mapping of 𝐻 × 𝑊 × 𝐹 to 𝐻′ × 𝑊′ ×𝐹′. 𝐻 is the height, 𝑊 is the width, and 𝐹 is the number of filters. 
For normal cell, 𝑠𝑡𝑟𝑖𝑑𝑒 = 1 is applied when the operation is 
applied. Therefore, it becomes 𝐻′ = 𝐻 , 𝑊′ = 𝑊, 𝐹′ = 𝐹. On 
the other hand, 𝑠𝑡𝑟𝑖𝑑𝑒 = 2 is applied to the reduction cell to 𝐻′ = 𝐻/2, 𝑊′ = 𝑊/2, and 𝐹′ = 2 × 𝐹  increases the number 
of filters.  

The network consists of small modular normal cells and 
reduction cells. This cell-based architecture search is 
advantageous for weight sharing because the search cost is lower 
than designing the entire network, and the same architecture is 
repeated. The entire network is constructed by repeatedly 
stacking normal cells and reduced cells.  

C. Operator Space 
In general, the operator space in NAS includes convolution, 

pooling, and residual connection. For example, operators used 
in ENAS define a total of 7 operators using kernel-sized average 
pooling and max pooling of 3×3, kernel-sized convolution of 
3×3 and 5×5, kernel-sized depthwise-separable convolution of 
3×3  and 5×5 [6]. However, according to our experimental 
results of this paper, these operator definitions are not effective 
for both accuracy and weight reduction. In addition, regular 
convolution operations are not suitable for weight reduction 
models due to their high computational cost and do not include 
additional attention blocks [7]-[9].   

Therefore, this paper proposes two operator spaces for 
weight reduction and performance improvement.  

The first operator space is as follows: 

 inverted bottleneck conv: 3×3, 5×5 

 max-pooling: 3×3  

 average-pooling: 3×3 

 se-block expansion ratio =0.25 

 skip connection (identity) 

 dilated conv: 3×3 

As shown in Fig. 3, the inverted bottleneck conv has kernel sizes 
of 3 × 3 and 5× 5, and the expansion ratios use 2 and 1.5, 
respectively [2]. The se-block [7] channel reduction ratio was 
set to 0.25. The kernel size of the dilated convolution is 3×3 and 
is then replaced by regular convolution. 

The second operator space is as follows: 

 inverted bottleneck conv: 3×3, 5×5 

 depth-wise separable conv with se-block: 3×3, 5×5 

 skip connection(identity)  

As shown in Fig. 4(a) and Fig. 4(b), the architectures of the 
inverted bottleneck conv proposed by MobileNetV2. Depending 
on the kernel size, expansion ratio 4 was applied in 3×3 and 2 

in 5×5 in consideration of the computation amount. Fig. 4(c) 
and Fig. 4(d) consist of a combination of depth-wise separable 
conv, se-block, and skip-connection. The reduction ratio of se-
block is set to 0.25. The kernel sizes of conv were 3×3 and 5×5. 
The two-operator spaces in common include batch-
normalization and activation functions after the convolution 

Fig. 3. First operator space for (a) 3×3 inverted bottleneck conv, (b) 5×5 
inverted bottleneck conv. 

 

 

Fig. 2. Architecture Search Space. (a): Network. (b): Cell. (c): Search 
Space. 
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operation. Also, He normal initialization and l2 normalization 
were used for each kernel.   

IV. EXPERIMENTAL ENVIRONMENT AND RESULTS 
This Section explains the experimental environment and 

results. In order to collect driver behavior data, original RGB 
images were collected using a camera sensor. Then, the face area 
is designated as the region of interest and the crop of the image. 
In order to collect driver behavior data from various angles, 
cameras were installed in four places in the front interior side of 
the car, as shown in Fig. 5 Abko Apc720 Lite and Logitech 
Quickcam Pro 9000 were used as camera sensors, and the image 
sampling rate is 30 frames per second(fps). As a data collection 
environment, the CPU used Intel Core i7 2.3Ghz and Python 
Open CV. The collected images are used as training data after 
extracting the region of interest through the face detector. The 
overall configuration of the dataset is shown in Table Ⅰ. 

 
Fig. 5. Data collection environment. 

TABLE I 
DRIVER BEHAVIOR DATA SET USED IN THE EXPERIMENT 

Class Training data Validation data Total 
Eat 3,146 2,050 5196 
Normal 4,782 1,130 5,912 
Phone 3,204 1,400 4,604 
Smoke 4,414 1,030 5,444 

 
  As the sensor used in the experiment, the Elp-Usbfhd05mt-

kl170ir model was used as a single camera sensor. The Elp 
camera has a field of view of 180°, a resolution of 1920×1080 
size, and a speed of up to 30 FPS. As an environment for NAS, 
Intel Core i7 3.60GHz, Nvidia GeForce RTX 3070 is used.  

(1) Training for RNN: RNN consists of 32 LSTM units and 
uses Adam as an optimization algorithm to train the model. 
0.00035, 0.9, 0.999, and 0.001 were used as the learning rate, 
the first momentum, the second momentum, and the L2 weight 
decay, respectively. The total number of nodes sampled in 
LSTM is 5 in the first operator space and 6 in the second 
operator space. The batch size of the RNN is 1, and the RNN is 
trained using the validation accuracy of the network generated 
for a total of 150 epochs as a reward.  

(2) Training for the generated network: One network is 
generated per epoch for a total of 150 epochs. The generated 
network uses SGD, learning rate and momentum are 0.05 and 
0.9, respectively, and the batch size is 8. 

(3) Training for the optimal neural network: After the neural 
network search is completed, a network with the highest 
validation accuracy is generated. We use Adam to train the 
proposed model. The learning rate is 0.001, and if the validation 
accuracy of the model does not increase within 10 times, the 
learning rate is halved with a batch size of 8, and the model is 
trained for 100 epochs.  

  In this paper, Dropout [10], Stochastic Depth [11], and 
RandAugment [12] are used as techniques to prevent overfitting 
and increase model performance. First, dropout is applied only 
to inverted bottleneck conv, and the ratio is set to 0.1. Stochastic 
Depth is applied to the operator corresponding to convolution 
among operators and is removed while the operator is learning 
at a rate of 0.1. The magnitude of RandAugment is 7. 

  Table Ⅱ shows the layer configuration of the proposed 
network. It was constructed by sequentially stacking normal cell 
and reduction cell. The number of convolutional filters starts 
with 8 and doubles the number of filters in the reduction cell. 
The input size is reduced from 96 to 6, and the driver's behavior 
is classified through the softmax function through global 
average pooling (GAP). In Fig. 6, if ℎ[𝑖 − 1] has a larger input 
size than ℎ[𝑖], the input size is reduced by half through 3×3 
operation, and then used as the input for the next operation. 

TABLE Ⅱ                                                                                                    
PROPOSED ARCHITECTURE 

Proposed Model Filter Feature map size 
Normal Cell 8 96×96 
Reduction Cell 16 48×48 
Normal Cell 16 48×48 
Reduction Cell 32 24×24 
Normal Cell 32 24×24 
Reduction Cell 64 12×12 
Normal Cell 64 12×12 
Reduction Cell 128 6×6 
Normal Cell 128 6×6 
GAP 1×1 
1028-dim FC, softmax  

 

Table Ⅲ compares the performance of our model with the 
existing deep learning classification model. The proposed 
model#1 is a model searched using the first proposed operator 
space, and the proposed model#2 is the second proposed 
operator space. For a fair experiment, all experiments were 
performed under the same conditions, and in the case of 
accuracy, five averages were measured. MobileNetV2, used in 
the experiment, reduced the input size to 96×96 and the number 
of layers for comparison with the proposed model and then 
compared the performance with the proposed model. The 
proposed model showed about 8% higher performance than 
MobileNetV2 despite having fewer of parameters. 

TABLE Ⅲ                                                                                                    
PERFORMANCE COMPARISON OF CLASSIFICATION MODEL 

Model Params Acc 
MobileNetV2 0.92M 83.69 
ENAS 3.6M 88.48 
Proposed Model #1 0.96M 91.12 
Proposed Model #2 0.77M 92.08 
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In addition, it showed higher performance when compared with 
ENAS, which is a conventional neural network structure search 
technique. Comparing the proposed models #1 and #2, they have 
similar performance, but varying the operator space shows 
slightly better performance. 

V. CONCLUSIONS 
In this paper, the operator of the architecture search space was 
modified to search the neural network structure for the driver 
behavior classification model. The proposed algorithm 
constructed a more efficient network in the trade-off 
relationship between accuracy and inference speed. As a result, 
it showed higher performance than the existing classification 
model on our data set collected through experiments. In a future 
study, performance verification when using the proposed model 
in an actual embedded device is required, and a method for 
generating driver behavior data to reduce overfitting will be 
required. 
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Abstract—The objective of this project is to perform automated 
classification of anomalies of system within a large scale cloud 
production environment using neural network based models on 
time series data. In large clusters of mixed workload servers, the 
ability to automatically identify abnormal system utilization is a 
challenge due to the scale of the problem. To solve this problem, 
we use deep learning modeling techniques, Long-Short Term 
Memory (LSTM) models. The data set, to build and test the 
models, is from production systems over the span of two weeks. 
The models will use utilization metrics such as CPU, Memory, 
Network IO, Process Run Queue and Open Files. Anomalous 
usage in the production cluster is classified as (1) very low usage - 
less than 5% across selected metrics and (2) known anomalous 
behaviors like memory leaks. This paper will explain how we can 
create a model that will identify the anomalies we want to flag, in 
the real world data. We are using Intel Optimized TensorFlow in 
containers distributed within a cluster of TensorFlow servers. 

Keywords—System Utilization, CPU Utilization, Performance, 
Deep Learning, Neural Network, LSTM, Anomaly Detection, 
Performance Engineering. 

I. INTRODUCTION 
A neural network is made of an input layer, a hidden layer, 

and an output layer. Each layer includes multiple nodes, or 
neurons, and dictate the input, make inferences from those 
inputs in the hidden layers, and then outputs the results. The 
synapses are the connections between all these neurons, pretty 
much like the brain. If we compare the typical way a computer 
thinks, we give them input and then an output is generated.  

This study is to understand resource utilization: CPU and 
Memory at Verizon Datacenters, classify hosts based on 
workload type and further identify systems with abnormal 
utilization patterns, compared to their peers within the host 
clusters. 

The problem. In large clusters of servers we are striving for 
the ability to automatically identify abnormal system 
utilization. With clusters that span thousands upon thousands of 
nodes, monitoring individual servers is typically impractical. 

                                                 
1 http://www.tensorflow.org  

Therefore, we must apply automated, preferably autonomous, 
systems for classifying the cluster hosts and their workload 
patterns, to identify outliers and anomalies in utilization. 

Using machine learning or deep learning approaches, we 
believe that it is possible to build a system that can identify the 
outliers with high degree of confidence. At the same time, 
account for seasonal patterns, unexpected peaks of traffic, or 
other atypical patterns of desirable system behavior within the 
sample server clusters. 

In Section 2, we provide background about the deep 
learning platforms used in this study: TensorFlow and Intel 
Deep Learning solutions. In Section 3, we will talk about the 
LSTM model for time-series data. Experimentation 
environment is covered in Section 4 where we will discuss the 
classification and clustering process where we compare the 
normal to the abnormal operations during different resource 
usage. We will also delve into the experimentation environment 
in Section 5 with a distributed containers running the 
TensorFlow clusters. Results will be exposed within the same 
section. In Section 6 we conclude with some recommendations 
on anomaly detection using neural network and next steps. 

II. BACKGROUND 
In this section we are presenting different technologies that 

we are leveraging for this work. For training we are using 
Tensorflow1 on GPUs and inference using on general purpose 
CPU clusters using Intel Deep Learning Reference Stack built 
on Clear Linux with optimized Eigen, Intel MKL-DNN, and 
AVX512-DL Boost and VNNI for Tensorflow in containers. 
 
A. Deep Learning Platform: TensorFlow  

TensorFlow [1] is one of the leading deep learning and 
machine learning frameworks today. Earlier in 2017, Intel 
worked with Google to incorporate optimizations for Intel Xeon 
processor based platforms using Intel Math Kernel Libraries 
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(Intel MKL: see section 2.3).  These optimizations resulted in 
orders of magnitude improvement in performance – up to 70x 
higher performance for training and up to 85x higher 
performance for inference. 

B. Intel Advanced Vector Extensions  
In addition, the Intel Xeon Scalable processor includes Intel 

Advanced Vector Extensions 512 (Intel AVX-512) [2], 
originally introduced with the Intel Xeon Phi processor product 
line. The Intel Xeon Scalable processor introduces new Intel 
AVX-512 CPUID flags (AVX512BW and AVX512DQ) as 
well as a new capability (AVX512VL) to expand the benefits 
of the technology. The AVX512DQ CPUID flag is focused on 
new additions for benefiting high-performance computing 
(HPC) [4] and machine learning workloads. 

C. Intel Math Kernel Library  
The optimizations discussed in this article utilize the Intel 

Math Kernel Library [5] for Deep Neural Networks (Intel 
MKL-DNN). This is an open source performance library for 
Deep Learning applications, intended for acceleration of DL 
frameworks on Intel architecture. Intel MKL-DNN includes 
highly vectorized and threaded building blocks for 
implementation of convolutional neural networks with C and 
C++ interfaces. Note that TensorFlow currently supports the 
open-sourced Intel MKL-DNN as well the DNN primitives [4] 
in the closed source Intel Math Kernel Library. The version to 
use is selected when building TensorFlow. It is expected that in 
the future the support for the closed source DNN primitive will 
be removed from TensorFlow. 

III. DEEP LEARNING MODEL: LSTM FOR TIME-
SERIES 

A popular choice for this type of model is Long-Short-
Term-Memory (LSTM)-based models. With sequence-
dependent data, the LSTM modules can giving meaning to the 
sequence while remembering (or forgetting) the parts it finds 
important (or unimportant). Sentences, for example, are 
sequence-dependent since the order of the words is crucial for 
understanding the sentence. 

Time series prediction can be generalized as a process that 
extracts useful information from historical records and then 
determines future values. Learning long-range dependencies 
that are embedded in time series is often an obstacle for most 
algorithms, whereas Long Short-Term Memory [3] (LSTM) 
solutions, as a specific kind of scheme in deep learning, promise 
to effectively overcome the problem. 

A time series is a sequence of discrete data values ordered 
chronologically and successive equally spaced in time. In this 
study, the values are the performance metrics such as CPU 
utilization and memory, Figure 1 shows an example of a time 
series graph for CPU and memory utilization for a specific host. 
The values are defined as standard or mean deviation so the idea 
is to record the time and then the value will help to detect 
anomalies. There is a combination between the LSTM deep 
learning model with the times series to predict if the system, 

hardware interacting with the application, is entering an 
anomaly state or to any abnormal operation.  

 

 
Figure 1: CPU and Memory Utilization Time series Graph 

 

IV. CLUSTERING AND CLASSIFICATION 
In this work an anomaly is an abnormal system utilization 

resulting from an erroneous workload or system behavior. To 
identify subgroups of hosts exhibiting a particular workload 
patterns, we run a clustering algorithm on a set of nodes 
dedicated to specific compute jobs. We have observed that 
typically in every cluster, there is a large subgroup of nodes that 
is a primary workload/behavior of the cluster and a small subset 
of nodes that have been identified as potential anomalies. 
Looking at the hosts in each of the groups, the anomalous 
behavior was confirmed and the hosts are labeled as anomalies 
to be used in the training model. 

Based on the system utilization graphs for the hosts in each 
workload we have identified the following as “normal” 
workloads (the color legend is below in the Appendix section ): 
 

1. Sporadic workloads - see figure 2 

 
Figure 2: CPU and Memory Utilization time series 

representing “Sporadic” workload 
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2. Low utilization workloads - see figure 3 

 
Figure 3: CPU and Memory Utilization time series 

representing “Low Utilization” workload   
 

3. Average utilization workloads - see figure 4 

 
       Figure 4: CPU and Memory Utilization time series 

representing “Average Utilization” workload   
 

4. High utilization workloads - see figure 5 

 
Figure 5: CPU and Memory Utilization time series 

representing “High Utilization” workload 
 

We have also examined and identified the following types of 
abnormal workloads (“anomalies”): 

5. Anomaly#1 - totally idle nodes (no CPU or memory 
utilization) - see figure 6.  

 
Figure 6: CPU and Memory Utilization time series 

representing “Anomaly#1” 

6. Anomaly#2 - nodes that are idle, but consuming 
memory (there’s a process, that allocated memory, 
yet not consuming any significant CPU) - see figure  

 
Figure 7: CPU and Memory Utilization time series 

representing “Anomaly#2” 

7. Anomaly#3 - nodes that are idle, yet increasing 
memory consumption (there’s a process that’s not 
consuming any significant CPU, but is “leaking” 
memory) - see the right part of figure 8, showing 
increasing memory consumption. 
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Figure 8: CPU and Memory Utilization time series 

representing “Anomaly#3” and “Anomaly#4” 
 

8. Anomaly#4 - Utilization for these nodes shows high 
activity for a period of time, which ends abruptly 
and the node becomes idle. This indicates a node 
taken out of service (see the change in utilization on 
figure 8).  

A. File Analysis  

The files are extracted from YAMAS database in Avro 
format. They contain data over the course of two weeks and are 
consistent across all hosts for that entire period. There are about 
1000 files generated each containing 20-30 hosts with 
approximately 20,000-30,000 hosts sampled every minute. The 
metrics are sampled from standard Linux kernel registers, to 
capture utilization metrics across the CPU, memory, network, 
and disk. For the processing of the data and visualization we are 
using Python 3.6 with the Pandas, Numpy, and SciPy libraries 
and seaborne for visualization. 
 

 
Figure 9 : File Analysis for 2 different Clusters (Green and 

Orange)  
 
B. Anomaly Detection Motivation 

The motivation for moving towards Deep Learning models 
started by first understanding the type of data and the general 
characteristics of anomalies in the data center environment. To 
get a general understanding of the data, the first step was to 
characterize the time series metrics by mean, min, max, 

standard deviation over the entire time window. Figure 10 
shows a graph of the clusters generated from the summary 
statistics of the metrics CPU Busy % and Active Memory using 
k-Means algorithm with k=15. We find that average usage 
throughout the data should range between 20-50% depending 
on the application. This accounts for time users are inactive, for 
example from the hours of midnight to 4am, and general server 
provisioning to account for peak usage times/events. The main 
suspects for anomalies come with the very high memory usage 
and very low to no CPU usage. Of the 8000 machines in this 
clustering study, about 250 machines fell into cluster 8 which 
is the most extreme set of machines that exhibit this 
characteristic.  

Each clustering of hosts ended up being very closely linked 
to specific workloads, with a few exceptions. We used this 
clustering to help identify which hosts were assigned to 
different clusters and checked to see what kind of behavior 
those hosts were exhibiting. It turns out those hosts were acting 
like the anomalous behavior described above. In the next 
section we will discuss how we used two of those workloads to 
build our LSTM models.  

 
Figure 10: 8000 machine cluster based on CPU and memory 

min, max, mean, standard deviation using k-Means with k=15 
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V. EXPERIMENTATION AND RESULTS 
In this section we are going to talk about the software and 

the hardware deep learning infrastructure to train the model that 
we created. We will discuss the results within the same section. 
The training environment was performed on an Intel Skylake 
CPU machine with 8 NVIDIA V100 GPUs. The inference 
environment is an Intel CLX server with the Clear Linux Deep 
Learning Reference Stack2 which is a container of Clear Linux 
and Tensorflow with CPU optimized eigen and AVX512. 
 
A. The Data Set  

Data is collected in a production environment through the 
use of Yamas2 which is a cloud monitoring system, Figure 12. 
The database contains hundreds of different metrics and for this 
experiment we have reduced it to a subset. The reduced subset 
is extracted into files and read into out pandas dataframe for 
analysis. The data set for training and testing the LSTM model 
is the time series data for each server with the assigned cluster 
information from the k-Means clustering algorithm. The initial 
experiments focus on a single LSTM model per workload to 
verify that it is possible to detect anomalies in a controlled 
environment. We identified two workloads which are good 
candidates to build an LSTM model on, we will call them 
Workload A and Workload B for anonymity. Workload A 
consists of 114 total hosts with 9 anomalies and Workload B 
consists of 78 total hosts with 4 anomalies. We reduced the full 
data set to metrics that are the most generally descriptive from 
the set. These metrics are CPU busy percent, memory total in 
kBs, memory used percent, memory active kBs, processes 
running, files open, IP packets, and IP packets out. Each host 
has 15840 measurements where each measurement represents a 
moment in time. The data is normalized between zero and one 
before building the model. 
 

 
Figure 12: Data collection and manipulation flow for building 

LSTM models from production data  
 
B. Model Building  

The LSTM model was chosen due to its innate 
characteristics in handling time series sequential data. The final 

                                                 
2 https://clearlinux.org/stacks/deep-learning  

model is built with two layers where the second layer outputs 
to a single output which can be either an anomaly or normal 
behavior represented as a zero or one respectively. We choose 
the activation function sigmoid to keep the values bet, Figure 
13. 

 
Figure 13: LSTM Model Building 

 
The code for the model is showing in Figure 14 and written 

in python using keras. The model building starts with 
initializing a sequential model and adding LSTM layers. In this 
case we add two layers followed by a single dense layer since 
we are performing binary classification of the anomalies. The 
dropout of 0.5 is added to help with overfitting. We choose the 
Adam optimizer [6] with a loss ratio of 0.001. In future work 
we plan on exploring different loss ratios as well as adding 
more LSTM layers. The data set described in 5.a is used as the 
training, validation and testing data along with the binary class 
associated with each host represented as the *_tar vectors. The 
model is tested with the testing set and the accuracy is 
compared to the testing_tar classes.  

 

 
Figure 14: Python code for LSTM model  
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C. Results  
We used the annotated data to train the LSTM model. 

Approximately 50-60% of the data is used for training and the 
rest used for testing with an equal distribution of anomalies 
within each set. The results from the LSTM models using one 
and two layers is represented in Table 1. These first 
experiments were performed to test out various modeling and 
hyper parameter configurations. With just a single layer LSTM 
model, with sigmoid activation function and Adam 
optimization, both Workload A and B had mis-predictions for 
75% of the anomalies and a few mis-predictions for the non-
anomalous hosts. By adding a second layer, with the same 
activation function and optimizer, to the network the model 
accuracy went to 100%. A dropout of .5 was added to the 
network to help with overfitting. This showed that it is possible 
to classify anomalies based on utilization data generated by 
each host.  

 

 
 

The next experiment was to combining multiple workloads 
into a single data set and see if it is possible to classify the 
anomalies. This set consists of five different workloads 
spanning over 2000 machines. Using the LSTM model 
architecture as above, only changing the batch size to 32 from 
128, we tried two different hyperparameter loss ratio values for 
the Adam optimizer of 0.001 and 0.01. The result was a testing 
accuracy of 100% and 100%. It seems that even with mixed 
workload types, each represented in Section 4, that the LSTM 
model performs with extremely good accuracy. Changing the 
loss accuracy of the optimizer had no impact on the prediction 
results.  

VI. CONCLUSIONS AND FUTURE WORKS 
In this study we created workload specific anomaly 

detection models that detect anomalous usage from within large 
scale production data centers. We used annotated data of two 
distinct workloads to train the LSTM model from two weeks of 
data. For each individual workload we got very good accuracy, 
100%, with a two layer LSTM with a sigmoid activation layer. 
When combining the workloads into a single data set, the 
accuracy went down to 94%, but predicted all anomalies as 
false negatives.  

The work has spawned multiple next steps that we will 
explore. The first thing we are going to explore the reasoning 
behind the accuracy levels and ensure that overfitting did not 
occur in the models. We would also like to explore other 
sequential and time series classifiers, for example Transformer. 

In order to put this solution into production to monitor for 
anomalies on a daily cadence, the models will need to be rebuilt 
from daily host data with tagged anomalies instead of monthly 
host data. The models will continue to be built on GPU systems, 
but the nightly inference will be performed on a general purpose 
containerized CPU environment. The container will be highly 
optimized for inference on CPUs using the Clear Linux Deep 
Learning Reference Stack for Tensorflow. This will run as a 
best effort job on the general purpose cluster and anomalies will 
be reported back through the alerting system. 

In conclusion, we believe that deep learning models will be 
a great method for classifying anomalous usage in large scale 
production data center. 
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APPENDIX 
A. LEGEND TO THE UTILIZATION GRAPHS 
Figure #2 to #8 contain utilization graphs - see color legend below: 
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mem.total.kb  
mem.used.pct  
procs.running  
sys.files.open  
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Abstract — A distributed denial-of-service (DDoS) and DoS attack 

are the most devastating and expensive attacks among various cyber 

and network attacks [1] [2] . Coupled with the fact that launching 

such attacks could be relatively easy, it makes it a big problem in the 

realm of Security and Cyber Space in general. However, with the 

advent of advanced Artificial Intelligence / Machine 

Learning(AI/ML) methods and tools, we explore different research 

techniques and methodologies to find a better detection accuracy 

result and prevent many different kinds of Attacks and Intrusions. 

During the research process, we will address Analytical and 

Computational challenges, Feature Selection issues, and Machine 

Learning Models while paying particular attention to Feature 

Engineering by using Mutual Information and Principal Component 

Analysis in the feature construction process. Moreover, K-Nearest 

Neighbors, Decision Trees, Random Forests, and XGBoost for 

Classification are used. In General,  this study will target to analyze 

the ability of these methods to detect DoS and DDoS attacks while 

also examining the capacity of the ways to distinguish between 

different kinds of these attacks. Finally, the research investigates and 

proposes a framework for simultaneous evaluation of different 

Machine Learning methods in detecting DoS and DDoS. 

Keyword—Cyber Security, Cyber Space, Decision Tree, DDoS, 

Dos, Feature Selection, Machine Learning, Principal Component 

Analysis, KNN, Random Forest, Mutual Information, XGBoost 

I. INTRODUCTION 

Dos Attacks are primarily a category of Tactics used to 
disrupt the traffic to a specific server. The malicious agent will 
cause the server to become temporarily unavailable or 
unresponsive to other users.  It can be imagined as something 
clogging up the traffic in a road causing jams. Victims of such 
attacks can include computers, servers, or other networked 
resources such as IoT devices. DDoS attacks are distributed 
forms of DoS attacks. These tactics are usually used in 
tandem. DoS attacks can be precursors to DDoS attacks, and 
the latter is often followed by the latter. These sorts of attacks 
are carried out through a Network of Machines. DoS and 
DDoS attacks are relatively simple but extremely powerful 
and presently remain an immense threat to network security, 
and organizations spend much effort trying to address the 
issue. DDoS exploited the inherent nature of the Internet, and 
it’s an open-source model, which is also its most significant 
advantage. 

Nowadays, software and tools are developed and distributed 
to manage numerous types of attacks. These allow individuals 
to sort episodes quickly while providing a user-friendly 
experience. However, the attacks make the problem even 
worse.  
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This paper will investigate the use of Machine Learning 
methods and techniques in identifying and defending against 
these attacks. We will start with a definition and a brief 
taxonomy of these attacks. We will then outline the steps and 
procedures needed to use Machine Learning methods. 
Furthermore, we will describe some challenges and provide 
experimental results that validate our processes and 
procedures. 

The paper will identify these attacks with multiple 
methods for the Feature Engineering phase. First, we put a set 
of essential features in Machine Learning models. Then, we 
will use methods of Dimensionality Reduction and test our 
main Machine Learning models to use these features.  

Finally, we will use K-Nearest-Neighbors, Decision 
Trees, Random Forests, and XGBoost and provide 
experimental results. In this research, Finding the suitable 
dataset itself has been identified as a challenge in the field. We 
will be carrying out these experiments using the CIC-IDS-
2017 dataset. 

II. DOS AND DDOS ATTACKS

A. Definition

A DoS attack is an attack that can render a network
incapable of providing regular services [2]. The purpose of a 
DoS attack is to obtain access to a network resource that has 
been intentionally blocked or weakened through the actions of 
a malicious agent. Attacks don't necessarily damage network 
systems or data permanently, but they temporarily 
compromise the availability of the resources [1]. DDoS 
attacks occur when multiple systems have coordinated to 
attack concurrently to aggravate the offense. These attacks hit 
the target system simultaneously. A malicious agent could 
obtain other systems to carry out the intended attack. 

B. Taxonomy of the attacks

The most common DoS attacks target the computer
network bandwidth or connectivity [1]. These attacks 
compromised bandwidth "flood" the network with many 
network requests. So, the system will not provide resources to 
innocent users. It can result in degraded performance or even 
complete shut-down. Connectivity attacks flood a network 
with a high volume of connection requests, and the computer 
can no longer respond to innocent requests. The attacks can 
also be categorized based on the protocol (based on the 7-layer 
OSI scheme) they attack. We can also further break up each 
kind into subcategories [3]. 
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Application Layer: 

• Some attacks render a network of machines out of order 
by taking advantage of specific bugs or weaknesses in the 
network applications hosted by the target or by requesting 
unnecessary resources. For example, the attacker may 
have launched computationally expensive requests and 
unnecessarily taken up resources. 

Protocol Level Attacks: 

• At the Operating system (OS) level, DoS attacks the 
target and takes advantage of the weaknesses in protocol 
implementation. The attacker may send invalid or 
unnecessary protocol level requests such as ICMP 
(Internet Control Message Protocol) or IGMP (Internet 
Group Management Protocol) requests clogging up the 
system and halting regular protocol activity. 

• Protocol Feature Attacks: these attacks exploit the 
inherent structure of specific standard protocols and their 
features. Some exploit the system by taking advantage of 
certain features of the IP address by spoofing their 
internet protocol. Others can target the structure of the 
DNS by trapping the victim into caching false records. 

Volumetric Attacks: 

• Network Device Level attack is an attack caused by 
exploiting the weaknesses in firmware or by trying to 
exhaust the hardware resources of the network. I.e., One 
may drain the routers, hard drives, or other network 
hardware resources. 

• Data Floods attack may include sending substantial data 
segments through the network bandwidth, thereby 
clogging up the network with the unnecessary data flow.  

The attacks do not necessarily disrupt network services 
completely, and they may only degrade them. We can classify 
these attacks based on various issues such as degree of 
automation or rate dynamics, yet the above is adequate for our 
purposes. 

III. MACHINE LEARNING IN DETECTION OF DOS 

AND DDOS 

To defend a network of systems against any intrusion or 
potential Cyber Attack, including DoS, we must first detect 
the attack and then act in time to regulate the situation. 
Machine Learning is used for cybersecurity measures, 
particularly in three essential domains: anomaly detection, 
intrusion detection, and misuse detection [3]. The main 
problem of Machine Learning in detecting DoS is that of 
Classification, which is a Supervised Learning problem. 

In a Classification problem, we have data of previously 
identified attacks that can serve as blueprints for identifying 
new ones. 

A. Review of relevant literature 

The issue of intrusions has been around since the advent 
of computation. However, with the advancement in 
communication technology, this problem has been severely 
exacerbated. The term intrusion refers to “any unauthorized 

access that attempts to compromise confidentiality, integrity, 
and availability of information resources” [4]. 

Research in the field of detection of Cyber Intrusion has 
taken various directions. Many have applied statistical models 
such as Logistic Regression. Others have employed Neural 
Network models, yet others have used other Machine 
Learning Classifiers such as Bayesian classifiers, Support 
Vector Machines, and Lazy Learners. 

In [5], Yan et al. propose a system that detects botnets in 
real-time by only using features from higher-level layers of 
the OSI. T. Cai and F. Zou [6] presented some features of 
HTTP Botnet and designed a detection method using 
clustering based on them. Chien-Hau Hung, Hung-Min Sun 
created a Botnet Detection System Based on Machine-
Learning Using Flow-Based Features. In [7], F. V. Alejandre 
attempts to detect botnets using Machine Learning and the 
Evolution of Genetic Algorithms to select Features. In [3], 
Sofi, Mahajan, and Mansotra investigated the use of Machine 
Learning Techniques for the Detection and Analysis of 
Modern Types of DDoS Attacks. In [8], the authors proposed 
a Random Forest model for detection. The authors of  [9] 
utilize the flow-based features of existing botnets and select 
21 features for machine learning, and the outcome of the 
average detection rate was about 75%. 

B.  Research Methodology 

In a Machine Learning project, feature engineering is a 
crucial step requiring domain knowledge to extract features 
from raw data. Once pre-processing is accomplished, Feature 
Engineering is the next essential step in Machine Learning 
methods. We often don’t have the computational ability to use 
all features of datasets in our models, and we must first 
transform or subset a set of essential attributes or features to 
use them in our models.  Many different Supervised Learning 
methods can use as a model. The selection and comparison of 
these methods and algorithms are essential in finding the most 
efficient computationally and accurately system.  

Apart from previous work, in this paper, we will be using 
different kinds of Feature Engineering (Feature Selection) 
approaches and testing them against other Machine Learning 
(Classification) algorithms to compare the results. We will be 
systematically looming the matter so that our work can be 
used as a framework for evaluating and comparing different 
methods in Pre-Processing, Feature Engineering and 
Modeling, and Testing methods to detect DoS and DDoS 
Intrusion. Our Framework can be adapted and extended in 
other Cyber Intrusion solutions that consistently achieve the 
best results for Feature Selection and investigate whether we 
can find a Classification method that consistently achieves the 
highest regardless of the Feature Selection method. If the 
result is that, we can further study the issue by focusing on the 
most accurate solutions.  Finally, our primary purpose is to 
propose a framework for processing data and evaluating 
models and Feature Engineering methods. 

C. The Datasets 

Finding a suitable dataset for our purposes itself is a 
challenge. We need to find datasets with all the features of the 
communication packets, and also each instance must be 
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correctly identified beforehand as an attack or benign activity. 
Most of the datasets online lack traffic diversity and volume. 
Besides, they do not cover the variety of known attacks, while 
others anonymize packet payload data, which cannot reflect 
the trends. Moreover, some are lacking feature sets and 
metadata [10] .  

For this research paper, we will be using the CICIDS2017 
dataset from the University of New Brunswick. This dataset 
is an Intrusion Detection and Prevention dataset, and precisely 
We will be using the 'Wednesday-WorkingHours' data. The 
dataset has 79 columns of data. One of which is the label that 
indicates if the instance is an 'attack' or 'Benign' 
communication. It also indicates what kind of attack tools was 
used.  The attacks are carried out using the following popular 
tools: 

• Hulk Dos 

• Slowloris Dos 

• Slow Httptest 

• Dos Goldeneye 

IV. PRE-PROCESSING 

In this pre-processing stage, a data clearance must be done 
before starting our research. I.e., we have to handle those data 
with unacceptable values for our algorithms to use. I.e., Nan 
(Not a Number) values or Inf (Infinity) Values have to rectify 
before we start.  

There are many methods to handle such issues, such as 
dropping values, imputation, and extended imputation. For 
simplicity and better accuracy, we will drop instances with 
unacceptable values. An attribute containing instances with 
'Inf' values such as 'Flow Bytes/s' and 'Flow Packets/s' will 
drop before continuing to the next step. 

V. FEATURE ENGINEERING 

Feature Engineering refers to creating or selecting features 
from the data to be used in Machine Learning. In this work, 
we will be using three methods for Feature Engineering. After 
removing features with zero Variance, we will be using 
Mutual Information and Principal Component Analysis 
(PCA) to reduce the features of the datasets for use in the 
Machine Learning models. We will either transform these 
features using the PCA or select the most significant features 
using the other two methods. 

A. Removal of Features with zero Variance 

Before we proceed, we will remove the columns from the 
dataset with zero Variance. Columns with constant values 
don't change from instance to instance. Variance thresholding 
itself is a technique that can use in feature selection. A 
threshold is often chosen, which will be the cutoff point to 
include any features. If a particular column has a higher 
variance than the cutoff, it should be included in the model; 
otherwise, ignored. Here we will not be using Variance to 
select features for our models. Our cutoff variance will be 
zero, meaning that we will only drop columns of data with 
Variance zero, that is, a column with constant values. 

B. Mutual Information  

As referred to, an Information Gain measures how a 

target variable, which is the kind of DoS Attack, is 

dependent on other variables in the data. We will be using a 

sklearn-learn library to compute the Mutual Information, and 

we will use that to identify the most minor and most 

essential features for our purpose. 

Sampling 

Computation of Mutual Information can be quite 

expensive. It can take quite a long time to compute the 

Information of each Feature in our DDoS dataset. In order to 

achieve this, we will be using sampling. We will sample the 

dataset randomly at a fraction of 0.05 and then compute the 

Mutual Information for Features of the sample dataset. The 

values computed for the sample shouldn’t be much different 

from the actual population as the sampling was random. 

Fig. 1. Mutual Information 

We will be using a range of numbers for the number of 

features selected for our purposes. We will be treating the 

number of the columns used as a hyper-parameter that will 

help tune in subsequent sections. 

 

Here we will define some of the topmost and necessary 

features in the data. The definition will give us insight into 

what characteristics a potential intrusion may have also will 

provide us with a sense of what will be essential to us in our 

modeling [11]: 
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_Flow Duration: The duration of communication flow. 

Which means the temporal length of the flow. It means the 

total time of the connection from beginning to end. It has been 

used a lot in Intrusion Detection. 

_Fwd IAT Max: The Inter-Arrival Time is the amount of 

time that elapses after receiving a packet until the next one 

arrives. Fwd IAT Max refers to the maximum of all IAT’s 
forward direction. 

 

_Packet Length Mean : Average length of packets 

transferred in the connection flow. 

 

_Subflow Bwd Bytes: The average number of bytes in a 

sub-flow in the backward direction.  

 

_Flow IAT Mean: Mean of Inter-Arrival Times in the 

flow. 

_Packet Length Std: Standard deviation of the length of 

packets in the connection. 

 

_Fwd Packet Length Max: The maximum length of all 

packets in the forward flow. 

 

_Fwd IAT Mean:  Average mean of Inter-Arrival Times in 

the forward direction. 

 
To interpret the meaning of this, we will first have to 

understand the importance of features mentioned above to our 
Intrusion Detection models. These features suggest that the 
most decisive features that can determine the banality of 
malice of a connection concerning to Dos attacks are usually 
related to durations of flow, duration of Inter-Arrival Times, 
and length of packets. We can further statistically analyze 
these features to instigate further insight. 

C. Principal Component Analysis 

PCA is a method for transforming the features of a dataset 

into a new set of features. It is a mathematical mapping that 

will map a location of points from one space to another. 

However, the features will be ordered decreasingly regarding 

importance (i.e., the first features will carry more weight than 

those coming after). Thus, reducing the need for too many 

features. We can capture the essential features of the data 

using fewer features in a different space. Figure 2 shows the 

variance explained by the first ten components after 

transformation. We can see from this and figure 3 that we 

capture nearly all of the variance in our data using only a few 

(perhaps 5 or 6) components. 

 

 

 

 

 

 

 

 

Fig. 2. Percentage of Explained Variance 

 

Fig. 3. Cumulative Variance 

 

VI. MACHINE LEARNING 

In this section, we will be using Machine Learning 
algorithms to classify the activities, i.e., primarily address a 
classification problem. Each instance of the data will be 
labeled either a benign activity or labeled as an attack. 

A. Decision Tree Classifier 

The Decision Tree Classifier is one of the most known and 
used Machine learning algorithms. The simplicity and 
efficiency make it a great candidate in any application. A 
decision tree is a classifier for determining an appropriate 
action (among a predetermined set of steps) for a given case 
[12]. It helps for Classification and Regression purposes. The 
algorithm works by creating certain simple decision rules that 
predict the value of a target variable. Representations of the 
Decision Tree can look like an inverted tree hence the name. 
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An Architecture of the Decision Tree 

A decision tree has three kinds of Nodes. The Root Node 
is the highest, and It has no incoming Edge but can have none 
or more outgoing Edges. Internal Nodes have exactly one 
incoming edge and two or more outgoing Edges. Leaf Nodes 
have precisely one incoming Node and no outgoing Edges 
[13]. 

B. Random Forest Classifier 

The Random Forest is an Ensemble of Decision Trees. 
Random forests [14] are the most popular bagging technique 
in machine learning, where we use decision trees as the base 
models. In other words, a random forest consists of many 
iterations of the Decision Tree, each of them constructed using 
a bootstrap sample. The outcome will usually be the average 
of all the outputs of the Decision Trees. The Random Forest 
Classifier achieves very highly and is very efficient due to its 
simplicity. 

C. k-Nearest Neighbors Classifier 

Perhaps the simplest of all Supervised Learning methods 
is the KNN. This algorithm is in the category of Lazy 
Classifiers. As opposed to Eager Classification, which 
attempts to capture deep structures in the data, this kind of 
algorithm imitates the nearest or most similar (in terms of 
Classification Features) examples. So the KNN will look for 
the k most similar measures in the dataset and assign the label 
per those instances. It could output the weighted average or 
simply the most occurring label.  

D. XGBoost Classifier 

Arguably the most accurate modeling technique for 
structured data. XGBoost is an optimized Distributed 
Gradient Boosting framework designed to be highly efficient, 
flexible, and portable [15]. It provides Machine Learning 
algorithms using the Gradient Boosting framework. It is 
capable of Automatic Feature selection, cleverly penalizes 
inaccurate trees, shrinks leaf nodes, makes use of 
randomization parameters, it can also utilize distributed and 
out-of-core computation. 

VII. RESULT 

Like any other scientific or engineering discipline, 
Machine Learning also requires experimentation. Our 
experiments are usually only computational. Nevertheless, it 
is an essential part of our process. In this research, we 
achieved very high accuracy results in our experiments. Here 
we will present these results and provide an analysis. Here, we 
will represent the results in two separate graphs, one for 
features selected using Mutual Information and one for 
features based on Principal Component Analysis. The 
accuracies shown are accuracies on the Test Set. The accuracy 
for each algorithm is juxtaposed alongside the others. 

Two-step process of Classification 

In any Classification problem, we have two steps to be 
accomplished: Optimization, also known as Training and 
Prediction. These processes are carried out on the datasets 
using different algorithms. The first one, also called the 
Optimizer, will run through the Train Set and capture its 

essential features. The Predictor then uses this structure to 
Predict the labels of new data. 

We are concerned about the accuracy of prediction on new 
data. To test our Classification models, we will need two 
separate datasets. We must first Train the program on the 
Train dataset and then evaluate the accuracy of the Test 
dataset. 

Train-Test Splitting of the Dataset 

To Train and then Evaluate our model, we must first create 
two separate datasets, one for the Training and one for 
evaluation of the model. To achieve this, we will split our 
dataset into a Train and Test set using randomly chosen 
samples. The fraction of the data used for Testing is 30 
percent, while the rest will use for Training. 

A. Evaluation Metrics 

The metric we use in this paper is classification accuracy 
on the Train set. We must keep in mind that our models also 
predict the tool used in the attack. The accuracy that we 
measure here is the Accuracy, Precision, and Recall of 
Classification. The latter  two will use in a binary way. That 
is, we will be treating the output in a binary format. If the 
output is Benign, the binary value is set to False if it is an 
Attack, the binary value is set to True. Here are the formal 
definitions of the metrics we will be using in the present work: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 

 

In the figures below, we can see the Accuracy of the 
Classifiers plotted versus the number of Features chosen. 
There are two graphs, one for Features selected based on PCA 
and one for Features based on Mutual Information. These 
plots allow us to compare the performance of different 
Classifiers and also allow us to compare the performance of a 
single Classifier for different numbers of Features. The 
Classifications here are very accurate.  

We can see that the KNN always has the upper hand for 
PCA-based Features, followed by the Decision Tree and 
Random Forest. The optimal number of Features we need to 
use here for PCA-based features is 5 or 6. Beyond that, we 
don’t need anymore. We can see that as we were expecting 
from the PCA plots, we don’t need more Features to capture 
the essential information of the data. We have effectively 
reduced the number of Features needed while preserving 
Accuracy. 

Figure 4 shows the Accuracy of the Classifiers for Mutual 
Information Feature selection. Here we can see that Random 
Forest has the upper hand, followed closely by the Decision 
Tree and K-Nearest Neighbor. XGBoost has the lowest 
performance in both scenarios. Here again, we can reach near-
perfect Accuracy by using six or more Features based on 
Mutual Information. In effect, we have chosen a small subset 
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of features instead of all of the classification features, 
improving efficiency computationally. 

 

Fig. 4. Accuracy of Classification with PCA Feature Selection 

Fig. 5. Accuracy of Classification with Mutual Info Feature Selection 

 
Here we can see the precision and recall tables of our 

Classifiers. Again, one table is the results for our PCA 
Features selection, and the other is for Mutual information 
Feature selection. We can generally see that precision and 
recall for Mutual Information based selection is always higher 
except for KNN. For the KNN, it seems like our precision and 
recall are improving with PCA Features. 

 
 

Tab. 1. Precision and Recall of Classification for different number of 

Features for PCA Feature Selection 

 

 
Tab. 2. Precision and Recall of Classification for different number of 

Features for Mutual Information Feature Selection 

 

PCA-based features and the other is for Mutual Information 

base features. The mistakes (or confusion) for the Classifier 

with Mutual Information features are lower than those with 

PCA-based features. In general, it seems like Mutual 

Information based selection is the better choice for Decision 

Trees in this problem. 

Feat

ures

DTC 

precision

DTC 

recall

RFC 

precision

RFC 

recall

KNN 

precision

KNN 

recall

XGB 

precision

XGB 

recall

1 0.921936 0.95282 0.921676 0.95448 0.908277 0.969902 0.902277 0.962379

2 0.95047 0.97398 0.957333 0.97462 0.974629 0.989307 0.945196 0.977386

3 0.981242 0.97545 0.975595 0.98069 0.985818 0.993129 0.963526 0.981792

4 0.974674 0.98208 0.976446 0.98588 0.989795 0.995131 0.965017 0.986335

5 0.977144 0.98232 0.981042 0.98695 0.99131 0.995738 0.96552 0.988693

6 0.981258 0.98266 0.98191 0.98705 0.991618 0.995799 0.967784 0.989376

7 0.981142 0.984 0.979021 0.98911 0.991618 0.995768 0.968225 0.990369

8 0.980636 0.98427 0.981183 0.98895 0.991886 0.995662 0.969267 0.990635

9 0.980478 0.98684 0.987175 0.9882 0.992502 0.995753 0.97017 0.991461

10 0.981569 0.98583 0.982497 0.98925 0.99266 0.995829 0.970406 0.992894

Feat

ures

DTC 

precision

DTC 

recall

RFC 

precision

RFC 

recall

KNN 

precision

KNN 

recall

XGB 

precision

XGB 

recall

1 0.920722 0.90124 0.921243 0.90266 0.846989 0.953726 0.909032 0.913216

2 0.93328 0.91596 0.935068 0.92311 0.893082 0.963077 0.928154 0.924409

3 0.980731 0.98574 0.975868 0.98593 0.970072 0.985175 0.969274 0.992758

4 0.982642 0.9947 0.982282 0.99599 0.977598 0.988496 0.973095 0.996163

5 0.982187 0.99514 0.979318 0.98962 0.983512 0.991545 0.973842 0.996049

6 0.996096 0.99645 0.993202 0.99717 0.986822 0.992629 0.975939 0.998741

7 0.996478 0.99763 0.995262 0.99716 0.990699 0.993539 0.975996 0.998696

8 0.996508 0.99762 0.996313 0.99792 0.991107 0.993948 0.975996 0.998696

9 0.996652 0.99783 0.997386 0.99823 0.992197 0.995147 0.976004 0.998749

10 0.996652 0.99782 0.997696 0.99817 0.992311 0.995276 0.976004 0.998749
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Fig. 6. Confusion Matrix of Decision Tree Classification 

with 10 PCA Features 

Fig. 7. Confusion Matrix of Decision Tree Classification 

with 10 Mutual Information Features 

 

B. Discussion 

The algorithms were evaluated, and the results were 
juxtaposed and plotted above gives us a chance to judge and 
compare the different approaches. 

VIII. CONCLUSION 

 
Herein we have shown the adequacy of our modeling and 

Machine Learning techniques to deal with the issue of 
Intrusion and, in particular, DoS and DDoS Intrusion. We 
have shown that our algorithms not only discern the fact that 
a Dos Intrusion is being made but also determine which tool 
was used in the attack. However, our focus was to show how 
we can compare different Classifiers and different Feature 
Engineering methods. To do that, we have demonstrated and 
proposed a framework for comparing these different methods. 
The results determined that Mutual Information is perhaps a 
slightly better tool, in the long run, to use for Feature Selection 
of such problems. 

 Most importantly, we achieved high accuracy results with 
all the algorithms, with XGBoost being the worst. Moreover, 
we developed and expounded a framework for analyzing, pre-
processing, modeling, benchmarking, evaluating multiple 
Feature Engineering and Machine Learning models. In 
addition, we outlined all the steps needed to use Machine 
Learning and presented a framework upon which future 
research can be based. Researchers may use our framework to 
experimentally investigate the adequacy of their models for 
their specific problems. The problems don’t have to be 
confined to DoS Intrusions, but they can be applied to similar 
problems. 
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Abstract— In this paper, we investigate the ongoing 

research on ways to improve cybersecurity throughout the life 

cycle of weapon systems applied in advanced countries such as 

the United States(U.S.), and present effective security 

evaluation measures by analyzing restrictions on acquiring 

weapon systems in Republic of Korea. We consistently 

performed mission-based risk assessment in cybersecurity tests 

and evaluation plans at the entire stage to support decision-

making by providing key information to major decision-

making organizations in a timely manner. We propose a plan 

to carry out simulated penetration by establishing rules of 

engagement so that protection measures can be verified for 

vulnerabilities identified in terms of cybersecurity. In addition, 

we identified the areas where artificial intelligence can be 

applied to the proposed cybersecurity test and evaluation 

system, and suggested future development plans. Through this, 

we supplemented our ability to support major decisions by 

integrating mission-based risk assessment factors into the 

cybersecurity test and evaluation system research conducted so 

far to identify risks in a timely manner between acquisition 

projects. 

Keywords—mission, cybersecurity, test and evaluation 

I. INTRODUCTION 

With the rapid development of information technology 
(IT) around the world, the use of software is increasing in 
many parts of society throughout the world. Software is 
increasing in all fields such as home appliances and 
automobiles, and the same is true of the defense weapon 
systems. This increase in the proportion of such software in 
the field of defense weapon systems helps to implement the 
excellent performance, but vulnerabilities may be inherent in 
the software, and the possibility of exposure to cyber threats 
using these vulnerabilities increases. In particular, since 
South Korea has a higher software utilization rate than North 
Korea, North Korea is using this asymmetry to openly attack 
cyberattacks, which is a factor that can cause serious damage 
to the allies in a war situation. 

In order to respond to such cyber-attacks, research to 
remove security vulnerabilities in software is increasing, and 
in particular, research on software development security to 
remove factors that cause security vulnerabilities in advance 
in the software development stage is being actively 

conducted. 

The U.S. applies the cybersecurity test and evaluation 
system to efficiently identify and eliminate vulnerabilities 
throughout the weapon system acquisition stage to safely 
deploy it, and operates it by integrating it with a 
cybersecurity system called Risk Management Framework 
(RMF) are doing.  

In this regard, the paper [1] proposed the introduction of 
a “weapon acquisition cybersecurity test and evaluation 
system” that applies the US cybersecurity test and evaluation 
to the defense weapon system acquisition stage. In this paper, 
we supplement and propose procedures to enable the 
identification and management of cyber-related risks by 
performing mission-based risk assessment in addition to the 
identification of technical and management vulnerabilities in 
the "Weapon Acquisition Cybersecurity Test and Evaluation 
System". 

Following the introduction, this paper examines the 
related work in Chapter 2, the limitations of the “Weapon 
Acquisition Cybersecurity Test and Evaluation System” 
proposed in [1] in Chapter 3, and combines the mission-
based risk assessment in Chapter 4. Suggest ways to improve 
the security evaluation system. Chapter 5 identifies the areas 
where artificial intelligence can be applied to the proposed 
cybersecurity test and evaluation system and presents the 
application plan. 

II. RELATED WORK

A. U.S. military cybersecurity test and evaluation 

The United States government defines cybersecurity as 
preventing, protecting, and restoring damage to computers, 
electronic communications systems, electronic 
communications services, wireline communications, 
electronic communications, and information contained 
therein to ensure availability, integrity, authentication, 
confidentiality, and non-repudiation [2].  

Test and evaluation is a compound word of test and 
evaluation as a field in the weapon system acquisition stage. 
The main purpose of test and evaluation is to provide timely 
information necessary for decision-making to policy makers 
[3]. Test and evaluation verifies whether the target weapon 
system conforms to the user's requirements and meets the 
operational capability by obtaining basic data for verifying 
and evaluating the objective performance of the weapon 

This work was supported by the National Research Foundation of 
Korea through the Basic Science Research Program, Ministry of Education, 
under Grant 2018R1D1A1B07047395. 

122978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



system and comparing and analyzing it with preset test 
standards through various tests. to judge suitability. Through 
this, it is the decision-making support stage to determine 
whether the purchase, R&D, design, and manufacture of 
weapons systems meet the requirements of the military [1]. 

The U.S. guarantees the rationality and efficiency of test 
evaluation by defining NIST SP800-related reference 
documents related to cybersecurity by the National Institute 
of Standards and Technology (NIST) to apply the same 
criteria and share evaluation results at the national level for 
rational cybersecurity test and evaluation 
[1][4][5][6][7][8][9]. 

The U.S. Department of Defense incorporates a risk 
management framework (RMF) and a cybersecurity test and 
evaluation system into the defense acquisition system to 
effectively realize cybersecurity in the entire life cycle of 
weapons systems [1][3][10][11][12]. 

The U.S is carrying out a six-step cybersecurity test and 
evaluation process to implement cybersecurity throughout 
the entire life cycle of a weapon system. This process 
proceeds continuously from the initial required analysis stage 
to the final electrification stage during the weapon system 
acquisition stage, and is performed by integrating with the 
system engineering and RMF process processes. This 
cybersecurity test and evaluation process consists of six steps 
and is as follows [13]. 

Step 1, Understanding cybersecurity requirements 

Step 2, Identifying the cyber-attack surface 

Step 3, Identifying vulnerabilities through collaboration 

Step 4, Adversary cybersecurity development test and 

 evaluation 

Step 5, Vulnerability assessment and penetration 

 assessment through collaboration 

Step  6, Hostile evaluation 

B. Korea's cybersecurity test and evaluation  

The acquisition of weapons systems for the Republic of 
Korea (ROK) military is defined in the ‘Defense Forces 
Power Generation Work Order’ [14], which defines 
guidelines for the overall life cycle, including the 
requirement, acquisition, operation and maintenance of 
weapons systems. In Article 52 of the Ordinance (Weapon 
System Research and Development), the weapons system 
research and development process is divided into the 
exploration and development stage, the system development 
stage and the mass production stage. In particular, the 
following detailed guidelines are provided for cybersecurity 
in the weapon system introduction stage. 

 Article 52 (Research and Development of Weapon 
Systems) ⑤ In the case of research and development 
of weapons systems, the following activities are 
carried out in relation to security. 

1. The Defense Acquisition Program Administration 
(DAPA) submits the search and development result 
report including the results of the security support 
company's review of the protection measures for the 
information system of the weapon system. 

2. The DAPA requests the security support company 
to review the protection measures for the 
information system of the weapon system before 
starting the system development, and reflects the 
review results in the system development plan. 

3. In the system development stage, the DAPA 
requests the security support company to review the 
protection measures for the built-in SW, and when a 
change in the development plan is required, such as 
when a change in operational performance is 
required or when jointness and interoperability are 
affected, the Ministry of National Defense 
(Informatization Planning Office), the Joint Chiefs 
of Staff, and the armed forces should be consulted 
in advance, and re-requested to the Security Support 
Agency to review the protection measures for the 
weapon system information system and embedded 
SW. 

In addition, in relation to Articles 25 and 26 of the 
'Defense Cybersecurity Ordinance' of Korea, the security 
support officer reviews the protection measures for the 
information system and embedded SW of the weapon system 
during the weapon system search and development and 
system development stage, and transfers weapons system test 
and evaluation, etc. to full power. In this step, security 
measures are performed [14]. 

As for the cyber security test and evaluation items of the 
ROK military, the details of interoperability test and 
evaluation in Article 81 (Classification and Method of Test 
and Evaluation) of the Defense Power Generation Work 
Order are set to follow the Defense Interoperability 
Management Directive. Test and evaluation items related to 
information assurance and cyberthreat response are included 
[14]. 

In the Power Generation Work Order, the responsibility 
for compiling the interoperability field is defined as the Joint 
Interoperability Technology Center. In the development test 
and evaluation, software reliability test and information 
protection are evaluated, and in the operation test and 
evaluation, only information protection is evaluated. 

Information protection test and evaluation items for 
weapon systems specified in the Defense Interoperability 
Management Directive include information protection level, 
network information protection, control system 
establishment, key management system establishment, 
application system, server, terminal, encryption equipment 
application, cyber threat response capability, It is divided 
into SW vulnerability removal, and details are shown in 
“Table I.” [15]. 

C. Cyber security test and evaluation system for weapon 

system 

D.   

The “weapon acquisition cybersecurity test and 
evaluation system” proposed in [1] proposes the advantage 
of systematically conducting cybersecurity test and 
evaluation from the early stage of weapon systems applied in 
the United States as ROK domestic cybersecurity process. 
The application of cyber security within the weapon system 
has been improved by increasing connectivity. The article 
referenced in [1] divides the cybersecurity stage in the 
defense acquisition system into four stages and suggests the 
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process to be performed at each stage. In particular, the 
process of actively identifying and removing vulnerabilities 
was added by applying vulnerability analysis, evaluation and 
simulated penetration in the development/operation test and 
evaluation stage. This is to strengthen cybersecurity by 
extending vulnerability analysis and evaluation and 
simulated penetration, which are currently applied only in the 
operational stage in the defense field, to the acquisition stage.  

The “weapon acquisition cybersecurity test and 
evaluation system” in [1] is divided into stage 1 
cybersecurity requirements identification, stage 2 cyber -
attack surface identification, stage 3 cybersecurity 
development test and evaluation, and stage 4 cybersecurity 
operation test and evaluation. Is as follows. 

 Stage 1, Identifying Cybersecurity Requirements: 
Develop an initial approach and plan to identify 
cybersecurity requirements by looking at all target 
system-related documentation and conduct 
cybersecurity testing and evaluation 

 Stage 2, Identifying of the cyber-attack surface: 
Identifies the attack path that an attacker can access to 
the target system's network, hardware, firmware, 
physical interface, software, etc., and identifies 
possible vulnerabilities in that path 

 Stage 3, cybersecurity development test and 
evaluation: Perform test and evaluation of the target 
system using the vulnerability analysis/evaluation 
report, security evaluation report, and development 
test and evaluation output 

 Stage 4, cybersecurity operation test and evaluation: 
Perform vulnerability penetration test from the 
attacker's perspective by referring to the vulnerability 
analysis/evaluation report, cybersecurity development 
test and evaluation output, etc. and evaluate the 
cybersecurity level of the target system 

TABLE I. ROK MILITARY WEAPON SYSTEM INFORMATION 
SECURITY TEST EVALUATION ITEMS 

Evaluation items 

Information protection level 
Network information protection 
Establishment of control system 
Establishment of key management system 
Application system information protection 
Server information protection 
Terminal information protection 
Encryption equipment application 

Cyber 
Threat 
Respo
nse 
Capabi
lity 

Cyber Threat Response Capability 
Ability to respond to identity-disguised threats 
Ability to respond to data tampering threats 
Denial of aggression threat response capability 
Ability to respond to threats of information 
leakage 
Denial of Service (DoS) Threat Response 
Capability 
Ability to respond to elevation of privilege threats 

SW 
Vulner
ability 
Remov
al 

SW Vulnerability Removal 
Appropriateness of applying secure coding rules 

Relevance of removing open-source 
vulnerabilities 

III. LIMITATIONS OF “WEAPON ACQUISITION CYBERSECURITY 
TEST AND EVALUATION SYSTEM” 

The “weapon acquisition cybersecurity test and 
evaluation system” proposed in [1] consists of four stages. 
Each stage identifies cybersecurity requirements by 
examining all target system-related documents, and 
identifies the target system’s network, server, firmware, and 
physical Identifies the attack surface using interfaces, etc. 

In the cybersecurity development and operation test and 
evaluation stage, the level of cybersecurity is evaluated by 
using the vulnerability analysis/evaluation report and 
development test and evaluation output, and by adding the 
technical vulnerability penetration test to it. As a result of 
these activities, technical and managerial weaknesses can be 
derived, but information on risks arising from the identified 
weaknesses to project managers is not considered. 

The purpose of test and evaluation is to provide 
information for key decision-making to decision-making 
organizations in a timely manner. 

To this end, it is necessary to supplement the mission-
based risk assessment process that can identify and manage 
risks by identifying cyber-dependent missions based on the 
mission performed by the target weapon system and 
deriving major cyber threats related thereto. 

IV. PROPOSED MISSION-BASED CYBERSECURITY TEST AND 
EVALUATION 

In this chapter, we propose a mission-based cybersecurity 
test and evaluation procedure suitable for the acquisition 
stage of the ROK military weapon system. The proposed 
mission-based cybersecurity test and evaluation is 
performed as shown in “Table II.”. 

TABLE II. CLASSIFICATION OF CYBERSECURITY TEST AND 
EVALUATION STAGES 

 

Division 

Weapon 

system 

acquisition  

Mission-based 

cybersecurity test and 

evaluation 

Step 1 
Understanding 
cybersecurity 
requirements 

Risk/threat modeling 

Step 2 System 
development Attack Surface Listing 

Step 3 Development 
test evaluation 

Attack surface 
vulnerabilities 
analysis and evaluation 

Step 4 Operational test 
evaluation 

Analysis and evaluation of 
simulated penetration and 
vulnerability based on 
rules of engagement 

 

A. Risk/threat modeling 

Step 1, risk/threat modeling is performed in the 
cybersecurity requirements identification step in weapon 
system acquisition stage, and initial risk/threat modeling 
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based on power requirements is performed for mission-based 
risk assessment. 

For the mission-based risk assessment, the cyber-
dependent mission is identified, the detailed functions for the 
mission are subdivided, and the diagram is shown in “Fig. 1”. 

 

Fig. 1. Risk/threat modeling as an example 

B. Attack Surface Listing 

Step 2, attack surface inventorying is performed in the 
system development step, and risk/threat modeling is 
performed again based on supplementary documents such as 
RFP and the attack surface is listed. 

Identification of the attack surface establishes a cyber 
boundary around the weapon system, identifies the entry 
point that approaches the system from the outside through 
this attack surface, and divides and expresses the system 
nodes from the assets entering the system step by step. 
Currently, the node with the vulnerability becomes the main 
node that becomes the attack target. If this is expressed as a 
figure, it is shown in “Fig. 2”. 

 

Fig. 2. Identification of the attack surface of a weapon system 

The identified attack surface can be schematized as 
shown in “Fig. 3” by identifying sub-functions, data, and 
assets from the mission of the weapon system. This allows 
the attack surface to connect which assets, which data, which 
functions, and which missions it ultimately wants to achieve. 

 
Fig. 3. Identify the attack surface of cyber-dependent missions 

C. Attack surface vulnerability analysis and evaluation 

Step 3, attack surface vulnerability analysis and 
evaluation is performed in the development test and 
evaluation step, and risk/threat modeling is performed again 
based on the development document, and vulnerability 
analysis and evaluation of the attack surface is performed. 

By performing vulnerability analysis and evaluation on 
the attack surface, vulnerable assets are identified in the asset 
layer, and related data and functions are identified. Based on 
this, weak missions can be identified. 

Using this to supplement the threat scenario, “Asset ⓐ 
has identified vulnerability (1), and using it, assets ⓑ and ⓒ 
can be seized, and related data Ⓐ can be stolen or altered. 
This limits function a and consequently cannot perform 
mission A”. 

Accordingly, the project manager can take measures to 
mitigate risks by devising protection measures for 
vulnerabilities. 

“Fig. 4” derives protection measures to mitigate 
vulnerability(1) for vulnerable asset ⓐ , and the derived 
protection measures are indicated by a blue dotted line on the 
border of asset ⓐ. 

 

Fig. 4. Deriving protection measures for vulnerable assets 

The vulnerabilities supplemented by these protection 
measures can mitigate the risk of the entire weapon system, 
and by taking protection measures for asset ⓐ, assets ⓑ and 
ⓒ were returned to their normal state as shown in “Fig. 5”. 
As a result, data Ⓐ, function a, and task A all show a normal 
state. 
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Fig. 5. Mitigation of vulnerabilities through protection measures 

Based on these measures, a mission-based risk 
assessment can be performed, and the results are reported to 
the decision-making organization and provided for quick 
decision making, thereby facilitating the communication of 
the unplanned acquisition process. 

In particular, if it takes a long time to acquire a weapon 
system, it is realistically limited to completely eliminate all 
threats that develop rapidly within a limited project period 
and within the project budget. Therefore, it is necessary to 
manage risk through this process. 

In this way, all possible threat scenarios for each attack 
surface can be set as rules of engagement for simulated 
infiltration, and become a standard to verify the effectiveness 
of protection measures for each asset. 

D. Simulated penetration based on rules of engagement and 

vulnerability analysis / evaluation  

Step 4, the simulation penetration based on rules of 
engagement and vulnerability analysis/evaluation is 
performed in the operational test and evaluation step, and 
simulated penetration is performed using the threat scenario 
for each attack surface identified above as the rules of 
engagement.  

The threat scenario is to neutralize the protection 
measures of the blue dotted line through the attack surface ①, 
and to perform a simulated penetration so that the mission A 
cannot be performed using the vulnerability (1) of the asset 
ⓐ. 

Through this, using the vulnerability of the initially 
identified attack surface, simulated penetration is performed 
following the threat scenario to verify the effectiveness of the 
devised security measures. It verifies the risk mitigation 
status of assets, data, functions, and missions through 
simulated penetration based on rules of engagement and 
performs mission-based risk assessment based on the results. 
At this time, if vulnerabilities are continuously identified, 
security measures are supplemented and re-verified through 
retesting to ensure a safe state before electrification. 

V. “MISSION-BASED CYBERSECURITY TEST AND 
EVALUATION ” AND FIELDS OF APPLICATION OF ARTIFICIAL 

INTELLIGENCE TECHNOLOGY  
The “Mission-based cybersecurity test and evaluation” is 

a proposal to strengthen cybersecurity by combining the US 
cybersecurity process with ROK domestic weapon system 

test and evaluation from a cybersecurity point of view. In 
addition, it emphasized the implementation of reinforced 
cybersecurity by setting the rules of engagement as a 
guideline for conducting test and evaluation and 
supplementing the protection measures of the weapon system 
through retesting if the response was insufficient. 

In this paper, iterative risk/threat modeling is performed 
step by step by adding risk assessment to the domestic 
weapon systems test and evaluation, and vulnerability 
analysis and evaluation based on mission-based threat 
scenarios. It was proposed by improving the system that can 
verify the effectiveness of security measures in the 
operational test and evaluation stage by executing simulated 
penetration under the rules of engagement and settling.  

“Table Ⅲ.” compares the test and evaluation of domestic 
weapon system and the proposed method from the 
perspective of cyber security. 

TABLE Ⅲ. COMPARISON WITH DOMESTIC WEAPON SYSTEM 
TEST AND EVALUATION 

Division 

Domestic 
weapon system 

test and 
evaluation 

Mission-based 
cybersecurity test 

and evaluation 

Threat 
Scenarios None O 

Risk 
Assessment None O 

Vulnerability 
analysis and 
evaluation 

1 time 3 times 

Simulated 
Penetration None 1 time 

 
If artificial intelligence technology, which is being 

actively researched, is applied to the mission-based 
cybersecurity test and evaluation of the weapon system 
proposed in this paper, the level of cybersecurity activity will 
increase. 

In particular, with the advancement of the weapon system, 
the vast attack surface is continuously increasing, and 
numerous networks are formed between the asset nodes 
constituting the weapon system. Therefore, it is necessary to 
check all cases by applying artificial intelligence technology 
including machine learning and deep learning rather than 
activities by professional personnel to identify all paths 
available for attack among the networks between all asset 
nodes centering on this attack surface and perform simulated 
penetration [16][17]. 

The use of artificial intelligence technology can evaluate 
and predict all possible penetration paths for an attack, and it 
will be possible to derive priorities for establishing security 
measures according to the evaluation results, thereby 
supporting the timely decision of policy makers. 

It will be possible to implement more effective protection 
measures if a series of procedures for identifying threat 
scenarios and performing simulated infiltration against the 
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vast attack surface of increasingly complex weapon systems 
are made with artificial intelligence technology. 

VI. CONCLUSION  
In this paper, based on the cybersecurity test and 

evaluation of the United States, the mission-based risk 
assessment is consistently performed in the cybersecurity test 
and evaluation method suitable for ROK domestic situation 
studied earlier, and important information is provided to 
major decision-making organizations in a timely manner. To 
support decision-making and to verify protection measures 
against identified vulnerabilities in terms of cybersecurity, it 
is proposed to set up rules of engagement to conduct 
simulated infiltration. 

This can facilitate communication between related 
organizations throughout the acquisition phase, and improve 
the cybersecurity capabilities of acquired weapon systems by 
improving vulnerabilities through information sharing, 
verifying their effectiveness, and institutionalizing them so 
that they can be retested if insufficient.  

In particular, if AI technology is used for vulnerability 
analysis and evaluation and simulated penetration in the 
mission-based weapon system cybersecurity test evaluation, 
it is judged that cybersecurity will be able to develop 
dramatically through evaluation and verification of all 
possible attackable weapon system access paths. do. 

Considering that efforts to strengthen cybersecurity 
activities and manage risks throughout the entire life cycle of 
weapon systems pursued in the United States and advanced 
countries are continuing, this paper is one way to evaluate 
cybersecurity tests applicable to domestic weapon systems. It 
can be said that it contributed to the specification of the 
methodology. 
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AbstractÐHigh-quality astronomical images significantly affect
the results of astronomical scientific research. Since the accurate
focus is one of the principal factors that vary the observation
quality, automatic focusing is essential. The automatic focusing
finds the best position by measuring the images’ focus level at
different positions and considering the best one. It applies a
focus measure operator to evaluate the focus level. However,
the astronomical images suffer from high blur due to the high
magnification of the telescope. Thus, a proper focus measure is
tricky due to a high blur. In this paper, we firstly investigate a
focus operator based on fuzzy logic because of its ability to deal
with imprecise data. We secondly optimized the parameters of
the membership functions using the grey wolf optimizer (GWO).
We acquired two data sets using the 74-inches telescope of
the Kottamia astronomical observatory (KAO) at good seeing
conditions and composed of in-focus and out-of-focus images.
After that, we compare the measures using four criteria. The
results show that the optimized one outperforms the other
operators.

Index TermsÐGrey wolf optimizer, fuzzy logic, focus measure,
astronomical images

I. INTRODUCTION

The precise automatic focusing for high magnification sys-

tems like the telescope is principle due to the significant effect

on the observation quality, which is principal for astronomical

scientific research. The automatic focusing systems search the

positions until it finds the best one which has the highest

focus level. In the best one, the maximum amount of the light

converges, while in out-of-focus, the light rays are spreading

on a large area on the charge-coupled device (CCD) resulting,

in the loss of faint celestial objects and improper image for

scientific research. The automatic focusing estimates the focus

level by applying a focus level operator into the image.

Various focus measure operators (FM) are investigated

for automatic focusing. The focus measures are traditionally

classified into five main categories [1], which are Gradient-

based, Auto-correlation-Based, Statistical-Based, Transform-

Based, and Edge-Based. However, a proper focus measure

for high-magnificent images like astronomy images is tricky

due to a high blur. A focus measure based on fuzzy logic [2]

obtains attention because of the ability of fuzzy to deal with

This work was supported by Basic Science Research Program through the
National Research Foundation of Korea (NRF) funded by the Ministry of
Education (No. NRF-2021R1I1A3050535).

imprecise data. It is based on applying fuzzy logic into the

images then calculating a statistical called Modified Histogram

as a focus measure. In this research, we firstly investigate

the focus measure based on fuzzy logic on astronomical

images. Besides, we compare the Modified Histogram focus

measure with other traditional operators on two data sets of

astronomical images. We acquired two star-clusters sequences

using the 74-inches telescope of the Kottamia astronomical

observatory (KAO) at good seeing conditions.

It is well-known that the parameters’ values of the mem-

bership functions are selected depending on experience. As

a result, an optimization technique for optimizing the fuzzy

parameters has been widely used to ensure better performance

[3], [4]. In literature, several optimization techniques have

been introduced, such as genetic algorithm (GA) [5], ant

colony optimization (ACO) [6], particle swarm optimization

(PSO) [7], and so on. However, the grey wolf optimizer

(GWO) [8] achieves a competitive result. The GWO algorithm

imitates the leadership structure and hunting ways of grey

wolves in nature. Four types of wolves, alpha, beta, delta,

and omega, are manipulated to mimic the leadership hierarchy.

They are hunting by firstly searching for prey, then they

surround it for the attack.

In this context, we secondly propose an optimization of the

fuzzy parameters using GWO. The remainder of this paper is

organized as follows. Section II presents the common focus

measure operators. In Section III, the description of the modi-

fied histogram focus measure is introduced. The methodology

is presented in Section IV. Finally, the analysis of experimental

results and conclusions are presented in Section V and VI,

respectively.

II. FOCUS MEASURE OPERATORS

In the state-of-the-art, several comparative studies, including

various focus measures, have been introduced [1], [9], [10].

In this work, we investigate several existing focus measures,

such as absolute gradient [11], squared gradient [12], Tenen-

grad [13], Brenner [15], auto-correlation [16], amplitude [17],

histogram [18], discrete cosine transform (DCT) [19], and fast

Fourier transform (FFT) [20].

128978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



A. Absolute gradient

The absolute gradient [11], which is also known as sum

modulus difference (SMD), is the sum of absolute of image

gradients, horizontal and vertical, along image M rows and

N columns in Eq. (1), where FM is the focus measure

and I(x, y) is the image intensity at pixel located at (x, y).
The horizontal gradient is the intensity differences between

neighboring pixels along image rows. However, the vertical

gradient is the intensity differences between neighboring pixels

along image columns.

FM =
M
∑

x=1

N
∑

y=1

(|I(x, y + 1)− I(x, y)|

+ |I(x+ 1, y)− I(x, y)|). (1)

B. Squared gradient

The squared gradient [12] is the sum of squares of gradients,

horizontal and vertical. It is computed as shown in Eq. (2).

Indeed the absolute gradient is similar to the squared gradient.

However, the larger gradients have more influence on the

squared gradient than the absolute gradient. Whereas, the

absolute gradient is computed much faster than the squared

gradient measure.

FM =

M
∑

x=1

N
∑

y=1

( |I(x, y + 1)− I(x, y)|
2

+ |I(x+ 1, y)− I(x, y)|
2
). (2)

C. Tenengrad

Tenenbaum and Schlag are proposed focus measure similar

to the squared gradient called Tenengrad [13]. However, the

horizontal and vertical gradients are obtained using the Sobel

operator [14]. The Tenengrad focus measure can be expressed

as

FM =
M
∑

x=1

N
∑

y=1

(I2x + I2y ), (3)

where Ix(x, y) and Iy(x, y) are the horizontal and vertical

gradient at pixel located at (x, y), respectively, and can be

given by

Ix(x, y) = I(x, y)× gx(x, y),

Iy(x, y) = I(x, y)× gy(x, y),

gx =





−1 0 1
−2 0 2
−1 0 1



 , gy =





1 2 1
0 0 0
−1 −2 −1



 .

D. Brenner

Another measure was developed by Brenner, which was de-

vised for automated microscopy. The author [15] notes that the

differences between the image pixels and their neighbors that

are located two pixels away increase as the focus increases.

The focus measure can be expressed by

FM =
M
∑

x=1

N
∑

y=1

|I(x, y)− I(x+ 2, y)|
2
. (4)

E. Auto-correlation

The correlation family is based on the evaluation of neigh-

boring pixels’ dependency. The image auto-correlation is ex-

pected to contain sharpness information. The auto-correlation

[16] focus measure is computed as presented in Eq. (5).

FM =
M−1
∑

x=1

N
∑

y=1

I(x, y)I(x+1, y)−
M−2
∑

x=1

N
∑

y=1

I(x, y)I(x+2, y).

(5)

F. Amplitude

The sum of the absolute of differences between image inten-

sities and image mean (Ī) is suggested in the amplitude focus

measure, which is also known as absolute central moment [17].

Eq. (6) and (7) show the Amplitude focus measure and the

image mean.

FM =

M
∑

x=1

N
∑

y=1

∣

∣I(x, y)− Ī
∣

∣ , (6)

Ī =
1

MN

M
∑

x=1

N
∑

y=1

I(x, y). (7)

G. Histogram

The histogram focus measure is proposed in [18]. It is

defined as the difference between the maximum and minimum

grey levels in Eq. (8).

FM = max {k|Pk > 0} −min {k|Pk > 0}, (8)

where k is the grey level and Pk is the relative (normalized)

frequency.

H. Discrete cosine transform

In [19], the DCT is used to transform the image into the

DCT domain, and the average of alternative current (AC)

components EAC(x, y) is used as an indication of the focus

measure. It is equivalent to the image variance and can be

calculated as

FM =
1

MN

M
∑

x=1

N
∑

y=1

EAC(x, y), (9)

where

EAC(x, y) =

(

8
∑

u=1

8
∑

v=1

I(u, v)2

)

− I(1, 1)2,

I(u, v) =
4c(u)c(v)

82

8
∑

i=1

8
∑

j=1

[

I(i, j)×

cos

(

(2i+ 1)uπ

2× 8

)

cos

(

(2j + 1)vπ

2× 8

)]

,

c(u) =

{

1√
2
, if u = 1

1, if u > 1
.
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I. Fast Fourier transform

A focus measure based on the FFT has been suggested in

[20]. The idea in using this criterion is that sharp edges have

high spatial frequencies. So measuring frequencies provides

an image focus level. The focus measure using the FFT is

defined as the sum of absolute of product of image magnitude

spectrum (Mag(u, v)) and phase (Ang(u, v)), and can be

expressed as

FM =
∑

|Mag(u, v)× Ang(u, v)| . (10)

III. MODIFIED HISTOGRAM FOCUS MEASURE

In [2], the authors propose a focus measure called modified

histogram. It is based on firstly applying fuzzy logic to the

image, then the focus measure is estimated from the output

of the fuzzy logic (fuzzy image). The modified histogram is a

modification of the Histogram focus measure, which has the

advantage of simplicity and fast computation. The basic idea of

the histogram is that as the image goes focus, its maximum in-

creases, which consequently increases the difference between

the maximum and minimum. Indeed, the image minimum is

assumed to be fixed since it is affected by the sky background.

The maximum may not be increased due to the effects of the

observation conditions like temperature, cloud, and humidity.

Consequently, the authors substitute the minimum with the

median of maximum, and the focus measure can be expressed

by

FM = max {k|Pk > 0} − med

{

max
(x,y)∈Si

I(x, y)

}

, (11)

i = 1, 2, 3, . . . , NS ,

where NS is the number of samples. Samples Si from the

image are randomly selected, then the maximum of samples

is found, and the median of those values is calculated.

A. Fuzzy logic

The fuzzy logic is a single-input-single-output system. The

linguistic values are black, grey, and white. The adopted

membership functions (MF) of the input and the output are

trapezoids and singletons, as shown in Fig. 1a and 1b, respec-

tively. a is the image minimum, b is the mean of minimum, c

is the median of maximum, d is the mean of maximum, and e

is the image maximum. The mean of minimum and maximum

is computed similarly to the median of maximum, except the

mean is used. The fuzzy rules are as follows. If the input is

dark, make it darker. If it is bright, make it brighter. Finally,

if it is grey, make it grey. In conclusion, the defuzzification is

calculated by the center of gravity method (CoG) [21].
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Fig. 1: Input and output membership functions.

a = min
(x,y)∈(M,N)

I(x, y),

b =
1

NS

NS
∑

i=1

min
(x,y)∈Si

I(x, y),

c = med

{

max
(x,y)∈Si

I(x, y)

}

, i = 1, 2, 3, . . . , NS ,

d =
1

NS

NS
∑

i=1

max
(x,y)∈Si

I(x, y),

e = max
(x,y)∈(M,N)

I(x, y).

B. Grey wolf optimizer

Grey wolf belongs to the family Canidae, and they are

considered apex predators [8]. The leadership hierarchy of

the grey wolves is manipulated into four types, alpha, beta,

delta, and omega. The alpha is liable for making decisions

about hunting, accommodation, and wake time. The beta is

the second level in the hierarchy, and they play the role of

advisor to the alpha in decision-making. The omega is the

lowest rank grey wolf, and they always have to capitulate

to all the other powerful wolves. However, the omegas seem

insignificant internal problems have been observed in the case

of losing the omegas. Finally, the delta is a wolf who is not
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an alpha, beta, or omega, and they have to obey alphas and

betas; however, they control the omegas.

The grey wolves search for prey by making use of the

position of the alpha, beta, and delta. In the beginning, they

diverge from each other to find it, then they converge to attack

it. The GWO algorithm runs as follows. Firstly, a random

population of grey wolves (candidate solutions) is initiated.

Throughout iterations, alpha, beta, and delta wolves estimate

the probable position of the prey, then each wolf (solution)

updates its distance from it. Eventually, the GWO algorithm

is stopped by an end criterion. In this context, we use the GWO

to optimize the parameters of the fuzzy membership functions,

which are b, c, and d, to maximize the fitness function

modified histogram focus measure. The search interval for

each parameter is a ≤ b ≤ c, b ≤ c ≤ d, and c ≤ d ≤ e.

IV. METHODOLOGY

In this paper, we firstly investigate the focus measure based

on the modified histogram on two sequences of star-clusters

observations, which are M103 and N7067. Then, we optimize

the parameters of the fuzzy membership functions using the

GWO. The data sets are acquired using the 74-inches telescope

of the KAO [23] shown in Fig. 2. Each sequence contains

in-focus and out-of-focus images of size 2K. The M103 and

N7067 sequences consist of 66 and 55 images, respectively.

In addition, we use an exposure time of 60 (sec/frame).

The modified histogram and the proposed optimized mod-

ified histogram are compared to the operators mentioned in

section II. In literature, various ranking criteria are used. In

[22], they are ranked according to four criteria as follows.

• Accuracy: This determines how the operator is distant

from the best position. It is the distance between the

operator’s best position and the data set’s best one.

• Range: This measures the distance between two neigh-

boring local minimums around the global maximum. In

other words, it describes the region where exists no local

maximums.

• The number of false maximum: This counts the spurious

maximum arising in a focus function.

• Width: This indicates the rate of change of the focus

function. It is the width of the focus function at half of

the height.

The operator’s rank depends on its score, which is the mean

of normalized criterion values. Hence. A lower score indicates

higher performance.

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this paper, we firstly investigate the effect of the fuzzy

logic introduced in Section III on the astronomical data

sets described in Section IV. We find it has a significant

improvement in image contrast, as shown in Fig. 3. The

fuzzy enhance the image’s sharpness beside the faint details

appearing. Furthermore, we optimize the parameters of the

fuzzy membership functions using GWO. Fig. 4 shows a

representative example of optimized membership functions for

inputs and outputs.

Fig. 2: 74-inches Kottamia telescope.

(a) Input image (b) Fuzzy logic output image

Fig. 3: A representative example of sequence M103.

TABLE I: Rank summary for sequence M103.

Measure operator Accuracy (µm) Range (µm) # of false Width (µm) Score

Optimized modified histogram 0 5800 13 3842.272 2.188442
Modified histogram 0 5800 13 4276.637 2.277336
Absolute gradient 0 5800 18 3627.112 2.329595

DCT 0 6200 20 3567.982 2.45506
Auto-correlation 0 6200 20 3701.837 2.482454
Squared gradient 800 6300 20 3372.492 2.738618

FFT 800 6200 20 3469.49 2.742596
Brenner 800 6200 20 3490.649 2.746926

Tenengrad 800 6300 20 3574.423 2.779943
Histogram 1200 5900 20 4886.36 3.138787
Amplitude 2600 6100 27 1970.705 3.371561

In addition, we analyze the performance of the optimized

modified histogram compared to the operators described in

Section II. The operators are ranked according to their score.

Table I shows the rank summary for all mentioned operators

for the sequence M103. The results show that the optimized

modified histogram exceeds the others according to the rank-

ing criteria. That is, the modified histogram before optimiza-

tion achieves the highest performance. The rank summary for

the sequence N7067 is presented in Table II. The results clarify

that the optimized modified histogram also obtains the best

performance.
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(b) Membership function of the output

Fig. 4: A representative example of the optimized member-

ships functions of the fuzzy inputs and outputs.

TABLE II: Rank summary for sequence N7067.

Measure operator Accuracy (µm) Range (µm) # of false Width (µm) Score

Optimized modified histogram 0 2600 2 2737.269 0.756599
Modified histogram 0 2600 2 2742.576 0.756651

Squared gradient 0 2600 3 1988.294 0.811725
Tenengrad 0 2600 3 2078.289 0.812611
Brenner 0 2600 4 2133.232 0.875652

Auto-correlation 0 2600 4 2237.403 0.876678
FFT 0 2800 4 2648.115 0.927233

Histogram 700 3500 7 3009.135 1.540337
Absolute gradient 0 4300 9 2926.615 1.591312

DCT 0 4300 12 2649.596 1.776084
Amplitude 2700 2700 16 101578 3.627907

VI. CONCLUSION

Precise automatic focusing for the high magnification as-

tronomical system significantly affects the observation quality.

In this paper, we firstly investigate a focus measure based on

fuzzy logic, namely modified histogram on two star-clusters

sequences. The data sets are acquired using the 74-inches

telescope of the KAO at good seeing conditions and different

focus positions. We apply the modified histogram and other

common operators into the data sets and compare them based

on four evaluation criteria. In addition, we have presented the

parameter optimization of the fuzzy membership functions

using GWO. The results show that the optimized modified

histogram can achieve the highest performance compared to

other operators.
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Abstract— Fixed-point arithmetic is a technique for treating 

weights and intermediate values as integers in deep learning. 

Since deep learning models generally store each weight as a 32-

bit floating-point value, storing by 8-bit integers can reduce the 

size of the model. In addition, memory usage can be reduced, 

and inference can be much faster by hardware acceleration 

when special hardware for int8 inference is provided. On the 

other hand, when inferences are carried out by fixed-point 

weights, accuracy of the model is reduced due to loss of dynamic 

range of the weights and intermediate layer values. For this 

reason, inference frameworks such as TensorRT and 

TensorFlow Lite, provide a function called “calibration” to 
suppress the deterioration of the accuracy caused by 

quantization by measuring the distribution of input data and 

numerical values in the intermediate layer when quantization is 

performed. In this paper, after quantizing a pre-trained model 

that performs super-resolution, speed and accuracy are 

measured using TensorRT. As a result, the trade-off between the 

runtime and the accuracy is confirmed. The effect of calibration 

is also confirmed.  

Keywords— Tensor RT, Quantization, Super resolution, Real-

time inference  

I. INTRODUCTION 

Image super-resolution is an ill-posed problem for 
reconstructing the original image from downscaled image. To 
achieve this, it is needed to add the lost information(mainly 
high frequency signal). SRCNN[1] is the first successful 
approach in performing super-resolution using convolutional 
neural network(CNN). SRCNN itself enhances 
algorithmically upsampled images. On the other hand, 
ESPCN[2] uses PixelShuffle (called DepthToSpace in 
TensorFlow) for  downsampled image inputs. ESPCN is much 
faster than SRCNN because the computational cost of 
ordinary CNN is proportional to the resolution of the input 
image. In addition, directly using downsampled images is 
better in Peak Signal-to-Noise Ratio (PSNR) because refining 
upsampled images needs larger size of convolution kernel. 
Therefore, ESPCN is better than SRCNN in throughput and 
PSNR. After the invention of ESPCN, super-resolution 
models became deeper and deeper for better PSNR. For 
example, RCAN[3] is a very deep model for achieving very 
good PSNR. It has 400 convolutions in total and residual 
structure for extracting very detailed features of images. It has 
the significant accuracy but results in longer runtime due to 
the model structure.  

Recently, super-resolution becomes convenient for 
enhancing images taken by mobile devices, which does not 
have powerful processor to run deep models. Therefore, the 

trade-off between runtime and PSNR is very important. This 
trend leads to Mobile AI 2021[4], which is a new competition 
style workshop as sub-area of NTIRE[5], where objective 
scores are calculated with consideration of runtime and 
accuracy. Memory usage is also a problem in using deeper 
model. To solve the problem, quantization is helpful. In 
quantization, the precision of the parameters of the model is 
reduced. In most cases, 8bit fixed-point(INT8) value is used 
in quantization because many devices can accelerate the 
calculation by using parallel INT8 accelerator. Because 
pretrained models in PyTorch, TensorFlow and so on, usually 
use 32bit floating-point(FP32) values to represent parameters,  
INT8 quantized model becomes about 4 times smaller than 
FP32 model without quantizaion. However, the accuracy of 
the model will significantly drop due to reduction of precision 
because float to int conversion loses dynamic range of the 
parameters. To avoid this, calibration is one of the solutions, 
in which the dynamic range is appropriately adjusted by 
measuring the distribution of tensors that flow through the 
model and calculating proper scaling value. In some 
frameworks including TensorRT, this calibration is 
automatically done when we have a representative dataset for 
calibration.  

II. TENSORRT AND CALIBRATION 

TensorRT [6] is a framework for fast inference, provided 

by NVIDIA. TensorRT reduces the inference time by 

optimizing the kernel by automatically specifying kernels 

suitable for the devices that perform inferences. TensorRT 

can fuse layers (such as series of convolutions, batchnorm, 

and ReLU), and has more optimizing techniques. In addition, 

it can convert the precision of models from 32-bit floating-

point to 16-bit floating-point. In addition, on devices with 

Tensor cores that support INT8, the precision of models can 

be converted to INT8. Using INT8 precision and tensor cores, 

the speed of inference can be improved more than the 

inferences using 32-bit and 16-bit floating-point. However, a 

simple conversion from FP32 to INT8 will cause a loss of 

model accuracy. TensorRT has functions of calibration of 

models for avoiding significant loss of the accuracy. 

III. EXPERIMENTS 

A. Method 

A trained super-resolution model (modified from 
ESPCN[2]) is converted to a TensorRT model, and super-
resolution is performed. Calling CUDA Kernel many times 
can be bottleneck and we decided to use ESPCN-based model 
since ESPCN has only three convolutions. To convert 

133978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



PyTorch’s pretrained model to TensorRT’s model, we used 
torch2trt [7]. Torch2trt is a PyTorch to TensorRT converter. It 
uses Python API of TensorRT, and it can make the usage of 
TensorRT model easy because it automatically converts 
PyTorch’s model to TensorRT’s model. However, direct 
conversion from PyTorch to TensorRT fails for our model 
because the parser of torch2trt for PyTorch is not complete. 
Torch2trt also supports the model conversion from Open 
Neural Network Exchange(ONNX) model because torch2trt 
has the parser for ONNX. ONNX is an universal format to 
write the structure of neural network, so it is used when 
pretrained model is exported to other platform. We found that 
the parser of torch2trt for ONNX can convert our model. Even 
from ONNX model, the model can be converted and INT8 
precision is supported. Therefore, we first converted our 
pretrained model to ONNX, and then converted ONNX model 
to TensorRT model. We investigate how inference time and 
PSNR between original images and reconstructed ones varied 
depending on precision of the parameters of the model. 
NVIDIA's Jetson Xavier NX[8] is used as the device to 
perform inference. It has tensor cores, and it can infer using 
models with INT8 precision. To prepare images to be super-
resolved, we create a dataset from a video called crowd_run, 
distributed by xiph.org [9]. Crowd_run is a video of people 
running, and consists of 500 frames. We divide each frame of 
the video and reduce the resolution of each frame from 
1920x1080 to 960x540, then process the reduced image with 
a super-resolution model to measure the PSNR. In this 
experiment, we use the ESPCN_RGB model and the 
ESPCN_YCbCr model. ESPCN_RGB is based on ESPCN 
with 96 channels in the first layer, 48 channels in the second 
layer, and 12 channels in the third layer. ESPCN_YCbCr 
extracts only the luminance channel obtained by transforming 
the input image from RGB to YCbCr, and super-resolves only 
the luminance channel. The numbers of channels are 96, 48, 
and 4 for the first layer, the second layer and the third layer, 

respectively. When the precision of the parameters of the 
model is converted to INT8 by TensorRT, a calibration dataset 
is required. In this experiment, we use the validation dataset 
of DIV2K[10] as the correction dataset, with each image 
cropped to 960x540 from the center. As a comparison, we also 
measure the PSNR and speed of PyTorch, which supports 
FP32 and FP16 inference. To calculate PSNR, we used the 
formula shown in Eq.1 and Eq.2. The range of the value of 
images is from 0 to 255, so we divide squared error by 255. It 
is assumed that the resolution of the picture is H*W. 𝑃𝑆𝑁𝑅= −10 log10 𝛴𝑖,𝑗Σ𝑅𝐺𝐵 (𝐻𝑅[𝑖, 𝑗][𝑅𝐺𝐵] − 𝑅𝑒𝑐𝑜𝑛[𝑖, 𝑗][𝑅𝐺𝐵])22552 ∗ 𝐻 ∗𝑊 ∗ 3  

Eq.1 The calculation of PSNR (RGB) 𝑃𝑆𝑁𝑅_𝑌 = −10 log10 𝛴𝑖,𝑗 (𝐻𝑅[𝑖, 𝑗][𝑌] − 𝑅𝑒𝑐𝑜𝑛[𝑖, 𝑗][𝑌])22552 ∗ 𝐻 ∗𝑊  

 Eq.2 The calculation of PSNR (Y) 

 

B. Results 

The result is shown in Table.1. In this table, “PSNR_Y” 
represents PSNR of the luminance channel only. 

Comparing ESPCN_RGB and ESPCN_YCbCr, PSNRs of 
ESPCN_YCbCr and the luminance channel are higher than 
those of RGB channels, regardless of the precision of models. 
In addition, in all cases except FP32 (TensorRT) and FP16 
(PyTorch), the FPS of ESPCN_YCbCr is lower than 
ESPCN_RGB. ESPCN_YCbCr super-resolves only its 
luminance channel, and theoretical computational complexity 
of the convolutions is lower than ESPCN_RGB. However, 
there is an overhead of converting the color spaces between 
RGB and YCbCr, that makes ESPCN_YCbCr slower.

 

 

Table.1 PSNR and FPS (frames per second) among two models and bicubic upsampling  
  Pytorch TensorRT 

 
 

FP32 FP16 FP32 FP16 
INT8 

(w/o calibration) 
INT8 

(w/ calibration) 

PSNR 

[dB] 

ESPCN_RGB 30.0797 30.0817 30.0797 30.0772 27.9382 29.7454 

ESPCN_YCbCr 30.7626 30.7586 30.7626 30.7587 29.9882 30.5667 

Bicubic 28.9282 

PSNR_Y 

[dB] 

ESPCN_RGB 30.6808 30.6829 30.6808 30.6782 28.3645 30.4385 

ESPCN_YCbCr 30.7575 30.7534 30.7575 30.7536 29.9838 30.5617 

Bicubic 29.4030 

FPS 

[frames/sec] 

ESPCN_RGB 10.39 16.01 14.08 28.16 51.95 51.95 

ESPCN_YCbCr 10.27 16.97 14.82 28.01 47.37 47.37 

bicubic 78.5102 

We visualize the model structure of ESPCN_RGB and 
ESPCN_YCbCr, using netron[11]. Netron can analyze 
ONNX model and visualize the structure of the model. First, 
the model structure of ESPCN_RGB is shown in Fig.1. There 
are only convolutions, ReLUs, clip function, and 
DepthToSpace (i.e. PixelShuffle). Next, the model structure 

of ESPCN_YCbCr is shown in Fig.2. We dividedly show the 
structure of ESPCN_YCbCr that is more complex than 
ESPCN_RGB since it has a function to convert color-space in 
itself. According to Fig. 2(a), ESPCN_YCbCr divides RGB 
signals to each color channel to calculate YCbCr channels. In 
addition, according to Fig.2(b), ESPCN_YCbCr concatenates 
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super-resolved luminance channel and algorithmically 
upsampled chroma channels. This conversion has not much 
computational complexity compared to three convolutions, 
but the calculation calls CUDA kernels multiple times, 
resulting in a bottleneck. In fact, the convolutions in 
ESPCN_YCbCr are not very computationally demanding, and 
the overhead of calling CUDA kernels multiple times by 
converting color-spaces cannot be ignored. To prove that the 
conversion is a bottleneck, we show the result of the analysis 
using Nsight Systems[12], that is a performance analysis tool 

to visualize CPU/GPU interworking. The result for 
ESPCN_RGB is shown in Fig. 3, and the result for 
ESPCN_YCbCr is shown in Fig. 4. It is confirmed that 
ESPCN_YCbCr calls CUDA kernel more than ESPCN_RGB 
and runtime per image is longer. In addition, we show Fig.5 to 
prove color-space conversion from YCbCr to RGB needs 
2.5ms. For readability, we divided Fig 5. into four figures and 
show as Fig. 6. According to Fig. 6, color-space conversion is 
not light computation.

 

 

Fig.1 The structure of ESPCN_RGB 

 

(a) first half 

 

(b) second half 

Fig.2 The structure of ESPCN_YCbCr 
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Fig.3 The result of the performance analysis of ESPCN_RGB 

 

 

Fig.4 The result of the performance analysis of ESPCN_YCbCr 

 

 

Fig.5 The runtime analysis of the conversion color-space from YCbCr to RGB 

 

(a) first one  

 

(b) second one 

 

(c) third one 

 

(d) fourth one 

Fig.6 The detailed analysis of the runtime of the functions for converting color-space from YCbCr to RGB 

 

Although ESPCN_YCbCr has little more computational 
cost, the PSNR is much better than ESPCN_RGB. Particularly, 

ESPCN_YCbCr has good performance when it is quantized. 
As shown in Table. 1, without calibration, quantized 
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ESPCN_RGB lost PSNR significantly (2.1415 [dB]) from 
pretrained. However, ESPCN_YCbCr lost PSNR less (0.7744 
[dB]) from pretrained. From the viewpoint of the speed, we 
found that inference using TensorRT and INT8 precision is 
more than four times faster than inference using PyTorch's 
FP32 precision. This reason can be attributed to the Tensor 
core in Xavier NX, which is capable of performing 4x4x4 
matrix products at high speed, and it is thought that TensorRT 
converts convolutional operations into matrix products and 
uses the acceleration provided by the Tensor core. 

 

IV. CONCLUSIONS 

In this paper, TensorRT was used to infer for the super-
resolution model. Although conversion of the FP32 model to 
INT8 precision generated a decrease in PSNR, the calibration 
function was able to suppress the decrease of the accuracy. 
This is because TensorRT measures the distribution of the 
input tensor values when converting from floating-point to 
fixed-point and calculates how to scale the tensor to fit into 
the INT8 range and sets an appropriate dynamic range. We 
also found that converting the model to INT8 was more than 
four times faster than PyTorch's (FP32) inference. We can 
conclude that the quantization provided by TensorRT is useful 
in situations that require fast inferences.  

In conclusion, we successfully implemented super-
resolution running on mobile devices by 50 fps. As future 
work, we try to compare the automatic calibration with 
manual optimization of fixed point arithmetic, and incorporate 
other super-resolution models under tradeoff between runtime 
and super-resolution accuracy.  
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Abstract—Object recognition functions are essential to prop-
erly perform safety and autonomous driving functions. However,
sophisticated object recognition work requires extensive compu-
tation. It is difficult to handle a large amount of computation on
the lightweight embedded boards currently used in vehicles. In
this paper, we propose a method using machine learning and
deep learning for lightweight object recognition algorithm in
lightweight embedded boards. We created an algorithm suitable
for lightweight embedded boards by appropriately using deep
neural network architecture that requires small computational
volumes but provides low accuracy, as well as deep-learning
algorithms that require large computational volumes but provide
high accuracy. After determining the area using a deep neural
network architecture algorithm with a relatively small amount
of computation, we improved the accuracy by using a more
accurate deep learning algorithm. We used OpenCV to process
input images in Python, and we processed image by using efficient
neural network (ENet) and You Only Look Once (YOLO). By
executing this algorithm, we can realize more accurate and
lightweighted object recognition.

Index Terms—Autonomous driving, object detection, OpenCV,
ENet, YOLO, deep learning

I. INTRODUCTION

Currently, with the development of artificial intelligence

technology, its application is expanding. For most functions,

image processing is essential. However, to process images in

real time, the amount of computation must be small. Although

current image processing technologies are developing, they

have been unable to effectively process the required amount

of computation with required accuracy. In addition, to run

on an embedded board with relatively little memory, the

computation volume must be very small. In this study, we

used a combination of deep neural network architecture and

deep-learning techniques to efficiently increase the amount of

computation and accuracy. We used semantic segmentation

using deep neural network architecture and YOLO using deep

learning to highlight the advantages of computational amount

and accuracy when each is independently executed.

This study was supported by the BK21 FOUR project funded by the
Ministry of Education, Korea (4199990113966, 10%), and the Basic Science
Research Program through the National Research Foundation of Korea (NRF)
funded by the Ministry of Science and ICT (NRF2019R1A2C2005099,
10%), and Ministry of Education (NRF2018R1A6A1A03025109, 10%), and
Institute of Information & communication Technology Planning & Evaluation
(IITP) grant funded by the Korea government (MSIT) (no. 2021-0-00944,
Metamorphic approach of unstructured validation/verification for analyzing
binary code, 70%), and the EDA tool was supported by the IC Design
Education Center (IDEC),Korea.

II. PROPOSED METHOD

A. Overall Structure

Fig 1 (a) illustrates the system’s structure. After receiving

the image input to the webcam in units of frames, semantic

segmentation is executed using ENet [1]. After inserting an

image masked only with ROI as an input of YOLO [2], the

result of YOLO is written on the image. It is a structure that

combines these frames to output results in real time. There-

fore, by setting the ROI (region of interest) using semantic

segmentation, we improved the accuracy in YOLO and made

it possible in real time using Python.

B. Image Detection Structure

We used ENet program for semantic segmentation. 1 (b)

illustrates the ENet segmentation program’s structure. First,

the image frame from the webcam is set to be processed on

the ENet. Because the trained model processes with a size of

256, it is set accordingly. It then loads through the path of

the trained model and processes the image. When the image

is processed, the resulting image represents the label suitable

for each object and its color in the form of a matrix. To filter

for only human images in the results, all information except

for humans is binarized as 0, and information about humans is

binarized as 1. Semantic segmentation is completed only when

the mask, which is a binarized matrix, and the original image

are combined. In Python, you can use NumPY to represent an

image as a matrix. With the used of this term, the binarized

matrix and the original image are composed into a matrix of

the same format and then masked using the OpenCV function.

The original image is depicted in Fig 1 (d) (1), the mask in

Fig 1 (d) (2), and the result in Fig 1 (d) (3).

Fig 1 (c) illustrates the structure of the YOLO object

detection program. Among the programs that use YOLO, we

used darkflow [3], which can be used with Tensorflow. It is

convenient to use the functions of Tensorflow which reduces

the amount of code. Earlier in the process, the masked image

using the ENet is received as an input. Afterward, the YOLO

model is loaded into the appropriate path. Because the ROI

is set by semantic segmentation, the confidence threshold of

YOLO is set high to reduce the amount of computation in

YOLO. When the image is processed using the model loaded

with the set threshold, each object’s label, confidence and the

position are displayed as a matrix. With the OpenCV function

in Python, the detected object’s position is drawn as a box,

and the object label and confidence are written on the box.

[4]
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(1) (2) (3)

(a)

(d) (e)

detected

Segmentation with ENet

Input image

webcam

Masked image(ROI)

Detected image

Object detection with YOLO

Output video

Combine frames

(b)

Input image

Set the image size 
and format

Masked image

Load trained model

Binary expression 
of segmentation

(c)

Masked image

Load YOLO model

Output image

Set threshold of  
confidence

Draw boxes and insert 
label, confidence

Fig. 1. Structure of program and result (a) Overall structure (b) Semantic segmentation structure (c) YOLO structure (d) LS1028a board (e) Semantic
segmentation result (d) YOLO result

C. Measurement

Fig 2 (a) illustrates YOLO time measurement and Fig 2 (b)

demonstrates time of ENet and YOLO program. Since it is

difficult to photograph a place where the number of people

changes in real time, it was measured while continuously

showing pictures with different numbers of people on the

webcam. In the program using YOLO alone, processing time

and FPS measurements are clearly unstable, as they depend on

the number of people being counted. However, the program

used by integrating ENet and YOLO is clearly stable, even

when the number of people changes in FPS and processing

time.

We measured memory use as each program ran. ”Working

set” represents the amount of physical memory the program

is currently using. ”Private bytes” indicates the amount of

memory allocated to the program which includes physical

memory and swapped memory. ”Page Faults/sec” shows the

use of virtual memory. Fig 2 (c) illustrates YOLO’s memory

measurement and Fig 2 (d) shows YOLO’s and ENet’s mem-

ory usage. In both programs, the value of Page Faults/sec

was used small, so interrupts occurred less frequently. The

average amount of physical memory used to process YOLO

alone was 1.558 GB, and the average working set required to

use YOLO and ENet together was 2.223 GB. When ENet and

YOLO are used together, the models of the two programs

need to be loaded separately, so memory use is of course

higher than when YOLO is used alone. However, this method

is valid because the increased number of memory bytes greatly

improves accuracy, and it can be used on an embedded board.

Fig 3 (a) illustrates the programs’ average time and fps

measurement. With much fewer convolution layers than YOLO

and a fast and compact encoder decoder structure, the lowest

average processing time was 0.156 seconds per frame, and the

average fps was highest at 6.41. When YOLO was used alone,

the average processing time per frame was 0.281 seconds, and

the average fps was 3.645. When processing the results of

ENet with YOLO, the average time spent in YOLO was 0.269

seconds and the average fps was 3.701. We confirmed that the

method of setting the ROI using ENet and processing it as

YOLO’s input can reduce the burden on YOLO’s execution.

This result is an advantage of noticeably lowering the threshold

of YOLO.

Fig 3 (b) demonstrates the programs’ accuracy and average

errors. Several methods are available to measure a model’s

accuracy in deep learning, among which it was measured using

a confusion matrix [5]. We can divide into 4 states as TP when

the model corrects the correct answer, TN when the model

incorrectly predicts the correct answer, FP when the model

incorrectly predicts an incorrect answer as a correct answer,

and FN when the model incorrectly predicts the correct answer

as an incorrect answer. Accuracy can be calculated using

these states by this equation Accuracy =
TP+TN

TP+TN+FP+FN
.

To measure the object recognition program’s accuracy, we

divided the total number of recognition frames by the number

of frames that accurately matched the number of people.

The accuracy is clearly better when YOLO and ENet are

used together. However, since we recognized the part where

the number of people was accurately matched with TP and

TN, we calculated the error by comparing the number of
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Fig. 2. Time and memory usage measurement (a) Time measurement of YOLO only (b) Time measurement of YOLO and ENet (c) Memory usage measurement
of YOLO only (d) Memory usage measurement of ENet and YOLO

recognized people with the number of real people to calculate

with more appropriate accuracy. When we calculated accuracy,

our method did not improve significantly. However, regarding

the average recognition error, when YOLO was used alone, it

was 7.097, and when ENet and YOLO were used together, it

was 2.913, a clear difference. As the number of people in the

photo increases, signs emerge that the errors increase when

YOLO is used alone. However, if ENet and YOLO are used

together, errors can be reduced and accurate recognition can

be achieved.

Program Accuracy 
Average error of 

counting

ENet + YOLO 0.574 2.913

YOLO 0.549 7.097

Program Average time Average fps

ENet 0.156s 6.41

YOLO 0.281s 3.645

ENet + YOLO 0.269s 3.701

(a)

(b)

Fig. 3. Average time and accuracy measurement of programs (a) Average time
and fps measurement of ENet, YOLO and ENet and YOLO (b) Accuracy of
YOLO, ENet and YOLO

III. CONCLUSION

In this paper, we proposes a structure of realtime ob-

ject detection using semantic segmentation and YOLO for

advanced accuracy and small amount of computation. We

proposed this structure because it is difficult to implement

high accuracy in real time due to computational volume and

memory limitations. When a webcam image is input, the ROI

is set by semantic segmentation using the trained model of

ENet. Then we can run YOLO to mark the object’s position,

label and confidence. As a result of measuring processing

time, FPS, accuracy and error, respectively, our program

clearly recognizes objects with much fewer errors and greater

accuracy. With this structure, we can optimize real-time object

detection with great accuracy and less computation.
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AbstractÐA fusion of multi-sensor has been utilized widely for
improving the environment perception in autonomous vehicles
and robot navigation. Calibration is an essential procedure for
preprocessing the data fusion between multiple sensors. Most
target-based calibration techniques require manual works and
specific calibration targets to achieve high accuracy. It gradually
becomes outmoded for Light Detection and Ranging (LiDAR)
and camera with the development of deep learning techniques.
This paper proposed an online LiDAR-camera calibration that
automatically predicts the extrinsic parameters by taking advan-
tage of convolutional neural networks (CNNs). We take depth
maps of stereo camera prediction and depth maps of the LiDAR
projection as two separated branches as inputs for the proposed
network. Unlike the current CNN-based calibration method,
we construct a cost volume of the correlation between two
corresponding pixels of depth maps in stereo camera and LiDAR,
respectively. The proposed model gains a reasonable capability
to adjust to different initial calibration error ranges. We evaluate
the proposed architecture on the KITTI dataset and achieve 0.378
degree in rotation error and 2.353cm translation error.

Index TermsÐsensor fusion, LiDAR, stereo camera, supervised
learning, deep-learning,

I. INTRODUCTION

In the last decade, multi-sensor fusion has developed rapidly

in many applications such as object detection, 3D reconstruc-

tion, classification, and depth prediction. LiDAR and camera

are the most widely used sensors to provide accurate and stable

perception for the surrounding environment. While LiDAR

obtains the spatial depth information with high accuracy, it

lacks color and texture information at low resolution. The

camera brings the benefits of high-resolution RGB images but

no distance information. Therefore, calibration is an essential

preprocessing of data fusion to ensure the precision to trans-

form the LiDAR coordinate to camera coordinate.

Most early LiDAR-camera calibration methods [1-3] used

specific calibration targets and complex manual setups to

extract the 2D-3D corresponding feature to find the external

parameters. However, these methods operate offline and are

not suitable for running in real-time for the autonomous

vehicle. Deep learning techniques [4-7] are raising currently to

give accurate calibration between LiDAR-camera through the

driven-data source collected in real-time (KITTI) [9] which

does not require any specific calibration target or manual

setups. In this paper, we proposed a novel deep learning

network to automatically estimate the 6 DoF transformation.

Our design consists of a stereo depth map estimated by

a stereo camera and a LiDAR depth map projected from the

point cloud as inputs. The network extracts multiscale features,

the correlation layer is used to match the information from

both multiscale features of LiDAR and stereo camera. Then,

to predict the transformation, we stack two fully connected

layers for global regression and a loss function to optimize

the learning process.

II. METHODOLOGY

In this section, we introduce our proposed model for es-

timating extrinsic calibration with stereo and LiDAR depth

maps as inputs. This work aims to find the rigid transformation

by minimizing the loss function compared to the ground truth.

The ground truth consists of projected depth maps from the

3D point clouds to the image plane, which provides the same

depth at each arbitrary pixel location of the depth map derived

from the stereo camera. The data representation of the network

inputs, the network architecture, and the training are discussed

in detail in the following sections.

A. Data Representation

The first input of our network is the stereo depth maps.

Based on the known intrinsic and extrinsic parameters of stereo

cameras, the depth information of a point from the left-right

camera can be calculated as the following equation:

depth =
B.f

disparity
(1)

where B and f are the baseline and focal length of the stereo

camera, respectively, and the disparity is the difference of two

corresponding pixels present for the same point in the world

coordinate. By given initial LiDAR-camera transformation

Hinit and camera intrinsic K, we can project each 3D point

cloud Pi = [Xi, Yi, Zi] ∈ R
3 into a virtual image plane

141978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 1. The working flow of the proposed model.

with corresponding pixels pi = [ui, vi] ∈ R
2. The projection

process is described as follows:

Zinit
i .pi = K.Hinit.Pi

Hinit =

[

Rinit tinit
0 1

]

(2)

where Rinit and tinit are the initial rotation matrix and

translation vector of the transformation Hinit. At each pixel

pi the depth value Zinit
i is preserved. If the pixel does not

match any LiDAR point, this pixel will be set as zero.

B. Network Architecture

The proposed network architecture includes of three parts

to solve the tasks of feature extraction, feature matching and

global regression of the calibration. Since the three parts are

merged as one CNN but with different parameter for each part,

the network can be trained end-to-end. The working flow of

the network is shown in the Fig.1 and the function of each

part will be described as following section

1) Feature extraction: The depth maps of the RGB pre-

diction and LiDAR projection are calculated individually as

mention in the previous section. However, the formats of

the depth maps are different because of two different sensor

modalities. Since the depth map are pre-processing individ-

ually mentioned in previous section. The data is calculated

in different senors with different modalities. There are two

parallel feature extraction network to use to extract the rich

features and reduce their dimensions. The output of the final

feature maps will be down-sampled by six times and has 196

channels which extract the high-level features of the original

inputs.

2) Feature Matching: The feature maps are concatenated

along the channel dimension after extracting features from

both input modalities. This network is motivated by PWC-Net

[12] who introduces a correlation layer for feature matching.

A cost volume is constructed to calculate the matching cost for

connecting depth value of a pixel in the RGB depth prediction

branch x
rgb
D with its corresponding pixel in depth feature

maps projected from LiDAR xlidar
D . The matching cost can

be defined as:

cv(p1, p2) =
1

N
(c(xrgb

D (p1)))
T c(xlidar

D (p2)) (3)

where c(x) is the flattened vector of the feature map x and T

is the transpose operator, N is the length of the column vector

c(x). For different level of the pyramid layer setting, the cost

volumes is needed to compute with a limited range of d pixels,

i.e., |p1−p2|∞ ≤ d. The size of feature maps (conv6 in PWC-

Net) are very small. Therefore, we set the value of the range d

to be small. The dimension of the 3D cost volume cv(p1, p2)
is d2 × H × W, where H and W are denoted as the height

and width of the final pyramid feature maps x
rgb
D and xlidar

D ,

respectively.

3) Global Aggregation: According to the regression net-

work, it consits of two fully connected layers with 512 neurons

and 256 neurons to regress the rotation and translation. The

output of the network is 1x4 rotation rpred and 1x3 translation

vector tpred. The results of the estimated rotation rpred and the

estimated translation tpred can be evaluated by calculating the

loss function compared to the ground truth with well-calibrated

scenes.

C. Loss Function

Given an input pair of a depth image predicted by RGB

image Drgb and a depth image projected from LiDAR point

cloud Dlidar, we used the following loss function described

as Eq. (4):

L(Drgb, Dlidar) = λ1Lr(Drgb, Dlidar) + λ2Lt(Drgb, Dlidar)
(4)

where the Lr(Drgb, Dlidar) is the rotation loss and the

Lt(Drgb, Dlidar) is the translation loss, λ1 and λ2 denote

the respective loss weight to the rotation and translation loss.

According to the rotation loss, the predicted rotation and

the ground truth present in quaternions which are difficult

to evaluate through Euclidean different distance between pre-

diction and the ground truth. Therefore, we need to present

the difference between quaternions into angular distance to

evaluate the rotation loss:

Lr = Da(rgt, rpred) (5)

where rgt and rpred are the ground truth and prediction of

quaternion, respectively. Da is the angular distance of two

quaternions [4] For the translation lossm we use a smooth

L1 loss [8] which is much smoother regarding to the square

function’s usage near zero.

III. EXPERIMENT AND RESULT

A. Experimental Setup

1) Dataset: Our proposed network is evaluating on the raw

branch of the KITTI dataset [9]. The ground truth of the

extrinsic parameters are provided by [11] for each sensor. The

camera depth will be generated by using the left and right

images of the camera images. The depth maps of the LiDAR

will be obtained by projecting point cloud into a virtual image
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Fig. 2. The initial calibration

Fig. 3. The calibration result

plane with random initial transformation Hinit and known

intrinsic parameters of the camera K. There are 15967 frames

for training and 4541 frames for testing. The testing set is

spatially separated from the training set.

2) Evaluation Metrics: The calibration results are evaluated

regarding to the rotation and translation errors of the predicted

extrinsic parameters compared to the ground truth transforma-

tion. The rotation error can be described as follows:

Er = Da(rgt ∗ inv(rpred)) (6)

Da(m) = atan2(
√

b2m + c2m + d2m, |am|) (7)

where {am, bm, cm, dm} is four components of the quaternion

m, and * denotes as the quaternion multiplication and inv

presents the inverse of a quaternion. The translation error is

evaluated by the difference of the Euclidian distance between

the predicted translation vector and the ground truth. It can be

expressed as follows:

Et = ||tgt − tpred||2 (8)

3) Training Details: We implemented our model with Py-

Torch (1.10.1) and trained on a RTX 3060 GPU. During the

training, we choose Adam Optimizer [10] with learning rate

1e−4 with batch size 24 and total epoch 100.

B. Results and Discussion

In this section, the visual results of the calibration are

shown in the Figs. 2 and 3.We sampled the decalibration in

range of [-20◦, 20◦] / [-1.5m, 1.5m]. TABLE I expresses that

our method is superior to other architecture due to the same

training dataset. However, it still contains a large gap between

our performance and the state-of-the-art CFNet in both rotation

and translation errors. After investigating, the reason for the

performance differences is the iterative calibration refinement.

By predicting the calibration flow and valid 2D-3D corre-

sponding set, CFNet applies the EPnP algorithm with the

RANSAC scheme to refine the initial extrinsic parameters,

which improves the extrinsic calibration accuracy after five

times refinement. Despite not having the best performance,

TABLE I
COMPARISON WITH OTHER METHODS

Methods Rotation (◦) Translation (cm)

Roll Pitch Yaw X Y Z

CFNet [13] 0.059 0.110 0.092 1.025 0.092 1.042

Ours 0.105 0.21 0.19 2.82 2.35 1.89

CalibRCNN [14] 0.19 0.64 0.44 6.2 4.3 5.4

CalibNet [6] 0.15 0.9 0.18 4.2 1.6 7.22

our proposed architecture points out some improvements com-

pared to other models with a mean calibration error 0.378◦ in

rotation and 2.353cm in translation.

IV. CONCLUSION

In this paper, we have proposed a novel method for 3D

LiDAR-Camera extrinsic calibration using a deep neural net-

work. By extracting the depth maps of the stereo camera

and LiDAR point cloud, the model construct a cost volume

between two depth maps. Our model achieves an improvement

in performance comparing to other methods.
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Abstract—Object detectors have become the fundamental
building blocks of many real-world machine learning applica-
tions. Even though different problem domains require their own
unique object detector specifications, it is common practice to
take a pretrained object detector off the shelf and either use
it as-is or fine-tune it with limited amounts of labeled training
data. However, the image distribution that such object detectors
are trained on is more often times than not different from the
targeted problem domain of interest. In this work, we scrutinize
whether existing state-of-the-art object detectors have the ability
to generalize across different domains. Specifically, we evaluate
whether widely used pretrained state-of-the-art objectors such as
Faster-RCNN and YOLOv3 generalize to images sampled from
an autonomous vehicle application. For this purpose, we evaluate
the performance of detectors on localizing humans and vehicles
on images from the KITTI dataset and report results of detailed
subgroup analysis on multiple factors. Our analysis shows that
the detectors exhibit different levels of performance on varying
levels of object-object occlusion and object size. Moreover, we
report the performance drop of the object detectors with different
image-altering hazardous factors.

Index Terms—(Object Detection, Subgroup analysis, Au-
tonomous Vehicle)

I. INTRODUCTION

The ability to detect objects from images is arguably one

of the most important aspects of many modern day vision

based applications. The growing capability of recent object

detectors [1]–[5] enabled them to be applied to a diverse set

of problem domains ranging from applications in autonomous

vehicles [6] to medical image analysis [7], only to name a

few. What is common to all such object detectors is the use

of a deep convolutional neural network based general purpose

visual feature extractor backbone [8] combined with modules

for detecting objects which often include a module responsible

for localizing objects, a bounding-box regressor and a classifier

[2].

Such modern state-of-the-art object detectors are very heav-

ily parameterized neural networks which require large amounts

of carefully labeled annotated data for training. Thus, the

advances in curating larger datasets such as [9]–[11] with

accurate object level annotations have fueled the progress

in the field of visual object detection. Most of these large

scale datasets consist of everyday images which cover a large

set of common objects and serve as a general purpose pre-

training datasets for object detectors. However, many realistic

application of object detectors such as autonomous vehicles

focuses on much narrower distribution of images and objects.

For example, in autonomous vehicle applications, vehicles

and humans are observed from a particular point of view, all

objects are viewed in an outdoor setting and actor positions

and orientations adhere to a specific distribution which may

be different to those of objects found in a common household.

However, in practice we often assume that the performance of

these object detectors readily transfers to our target applica-

tions. Therefore, many times the detectors are used as-is or

fine-tuned using small amounts of available training data.

In this work, we wish to scrutinize this assumption by

performing an in-depth subgroup analysis of the performance

of commonly used pretrained object detectors such as Faster-

RCNN and YOLOv3. We take the networks pretrained on

MS COCO and test them on images from KITTI to test

the detectors’ ability to generalize to images drawn from

a different distribution. More specifically, we are interested

in identifying in detail the strengths and weaknesses of the

model with respect to different subgroups. We choose object

occlusion level and object size as the main subgroups that

we perform analysis on. We identify vehicles and humans

to be the most important object types for many applications

and perform subgroups analysis separately for the two object

classes. Our analysis shows that our common assumption that

object detectors transfer well across datasets is not always true.

We find that the object detectors perform better for certain

subgroups than others and the results provide helpful insights

into potential directions to improve existing models as well as

datasets.

II. RELATED WORK

Object detections: In the object detection literature, there

are two mainstream philosophies in designing object detectors.

The first is a region proposal based architectures where the

model first generates region proposals and later classifies them.

The most notable architecture that follows this pipeline is the

Faster-RCNN [2] and the Mask-RCNN [12]. The second type

includes object detectors that pose the detection problem as

a regression or classification problem by jointly predicting

categories and locations directly. For this case, YOLO [3] is

a well known architecture with very efficient implementations

available. We refer to [13] for a thorough survey on the field

of object detection. In this work, we perform our subgroup

analysis on the two representative object detectors, Faster-

RCNN and YOLOv3.
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Faster R-CNN [2] adopts a new region proposal approach,

using a Region Proposal Network that share convolution

features with the Fast R-CNN detector, rather than using the

traditional Selective Search algorithm. The approach allows for

the increase in efficiency and accuracy due to the increased

region proposal quality.

YOLOv3 [14] is an one-stage detector based on its pre-

decessor: YOLOv2. It simultaneously predicts the class and

location, making it considerably faster than some other state-

of-the-art methods. YOLOv3 comes with many architectural

changes compared to YOLOv2, such as multilabel classi-

fication instead of softmax and a new feature extraction

network (Darknet-53), which is slower than the previously

used Darknet-19, but much more accurate.

Measuring the performance of object detectors: The field

of object detection has converged towards an universal metric

to measure object detector performance, namely the mean

Average-Precision (mAP). One computes mAP by measuring

the area under the precision-recall curve for detections over

multiple intersection-over-union (IoU) thresholds with which

is then averaged over all classes to produce a single evaluation

criteria [15]. While mAP provides a great overview of the

general performance of a detector on a particular dataset, it

hinders analysis of detection errors at a granular level. For

example, a practitioner cannot intuitively isolate certain error

types and cannot identify different factors that contribute to

detection errors. In this work, we isolate different subgroups

within the dataset, observe how the performance of a detector

is affected by different image perturbations for each subgroup

and thus provide much granular analysis of strengths and

weaknesses of object detectors.

Analyzing strengths and weaknesses of object detectors:

There has been many attempts to diagnose the errors of deep

learning based object detectors in recent years. The seminal

work of [16] provided tools necessary to perform a more in-

depth analysis of false positive detections of the detector. Tools

such as the COCO evaluation toolkit1 extends the analysis

of [16] by analyzing errors with respect to their effects on

model’s precision-recall characteristics. There also exists a

recent work [17] that improves usability and interpretability

while decreasing dataset dependency of the error analysis.

However, all analyses mentioned above assume that the object

detector is trained adequately on the target dataset using a ad-

equately large set of annotated training images from the same

dataset. However, there lacks detailed error analysis on widely

used pretrained object detectors in their off-the-shelf form. In

this work, we expose detailed performance characteristics of

popular pretrained object detectors and compare how various

image perturbations effect detector performance. We also

provide granular analysis of object detector performance per

different object subgroups such as object sizes and occlusion

levels.

Image datasets: The pretrained object detectors used in the

experiment were both trained on MS COCO [9]. It contains

1http://cocodataset.org/#detection-eval

a total of 2.5 million labeled instances over 328 thousand

images covering 91 object types in their natural context. All

images in MS COCO were collected from Flickr, a website

hosting videos and photos shot by photographers, meaning

most images in MS COCO are taken from a typical human

eye perspective.

On the other hand, we are testing the object detectors on

KITTI. KITTI is a dataset focused on providing annotated

images for training and evaluating models in mobile robotics

and autonomous driving applications [18]. Its 2D object de-

tection benchmark contains 80,256 labeled instances across

14999 images in total. Unlike MS COCO, all images in

KITTI were collected by high-resolution cameras mounted on

a vehicle while driving around a mid-sized city. This implies

that there will be fundamental differences between the context

and perspective of the images between MS COCO and KITTI.

III. GRANULAR ANALYSIS OF PRETRAINED OBJECT

DETECTORS

Existing methods assess object detector performance using

mAP which provides an overall summary of detector perfor-

mance for all defined object classes averaged over multiple

operating points. Instead, we wish to provide a more granular

analysis of detector performance by measuring the effect of

isolated factors. Thus, we fix the operating point of detectors

at intersection-over-union (IoU) threshold of 0.5 but measure

the performance of the detector across various subgroups.

In this section, we define the subgroups and various image

perturbations that we perform to measure how robust or fragile

the pretrained object detectors are for each category.

A. Area Under the Curve as the Performance Metric

Area Under the Curve (AUC) is a commonly used perfor-

mance metric for classification problems. We plot Receiver

Operating Characteristic (ROC) curves showing precision-

recall trade-offs for each subgroup and type of image per-

turbation. The precision and recall values of each image is

calculated independently. The average precision and recall

among images contained in a subgroup is used to plot its

precision-recall curve. We then report AUC as the summary

of the detector performance.

B. Defined Subgroups

To allow us to examine the performance of the pretrained

object detectors in detail, we divided the dataset into many

subgroups. On a more general level, all the objects in the

dataset are divided into two subgroups: cars and humans.

These two subgroups are arguably the most crucial prediction

targets in autonomous vehicle applications. Those that aren’t

in either of the subgroups are excluded from the experiment.

Among cars and humans, each object is further categorized

into different subgroups according to their occlusion level and

relative object size within cars/humans. The KITTI dataset

provides each ground truth with four possible occlusion labels:

visible, semi-occluded, fully occluded, and truncated, with
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(a) Brightness: 2 (b) Brightness: 4 (c) Brightness: 6

Fig. 1: Effect of Brightness Transformations on the Image

(a) Saturation: 2 (b) Saturation: 4 (c) Saturation: 6

Fig. 2: Effect of Saturation Transformations on the Image

(a) Contrast: 2 (b) Contrast: 4 (c) Contrast: 6

Fig. 3: Effect of Contrast Transformations on the Image

(a) Hue: 0.15 (b) Hue: 0.30 (c) Hue: 0.45

Fig. 4: Effect of Hue Jitters on the Image

each label assigned an occlusion level between 0 to 3, respec-

tively. The occlusion level of an object in an image is defined

by the average occlusion level of all ground truths in a given

image, rounded down. Objects in a given image are labeled

as either visible, semi-occluded, or fully occluded according

to their average occlusion levels. No image contained only

truncated objects, hence no objects were labeled as truncated.

Objects in an image is labeled as being large if the average

object size is in the top 50% among the all objects in that

particular subgroup. Conversely, objects in an image with an

average object size in the lower 50% are classified as being

small.

C. Performed Image perturbations

We selected a range of different image perturbations to

discover how robust pretrained object detectors are when

the image quality isn’t ideal. More specifically, the image

perturbations we employed includes Gaussian blur, brightness

scaling, contrast scaling, saturation scaling, and hue jitter.

Although color jitter is a common technique in data augmen-

tation, the result it produces would be too inconsistent for

analysis, therefore all but hue transformation were done by

applying a fixed scaling factor. Three scaling factor values

are used for this experiment, ranging from 2, 4, and 6. Hue

transformation was done using hue jitter because setting the

entire dataset to a certain hue is unquantifiable. The hue jitter

value is chosen uniformly from a range of [−n, n], where n is

the jitter factor. Since a value of -0.5/0.5 is enough to transform

the hue to the opposite side of the color wheel, 0.5 is regarded

as the maximum value for the jitter factor. Hence, in this

experiment, the values of jitter factor was chosen to be 0.15,

0.30, and 0.45. Lastly, Gaussian blur takes in two parameters:

sigma and the corresponding kernel size. The sigma values

used were chosen to be 1, 2, and 3, and the kernel size that

matches each sigma value ranges from 5, 9, 13, respectively.
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(a) Gaussian Blur: σ = 1 (b) Gaussian Blur: σ = 2 (c) Gaussian Blur: σ = 3

Fig. 5: Effect of Gaussian Blur on the Image

Vehicles

Occlusion Level
Gaussian Blur Brightness Contrast Saturation Hue

σ = 1 σ = 2 σ = 3 2 4 6 2 4 6 2 4 6 0.15 0.30 0.45

visible 0.686 0.527 0.303 0.675 0.616 0.537 0.562 0.510 0.469 0.697 0.674 0.649 0.696 0.704 0.710
semi-occluded 0.530 0.422 0.273 0.538 0.498 0.450 0.450 0.414 0.382 0.557 0.536 0.521 0.544 0.550 0.557
fully occluded 0.176 0.128 0.077 0.205 0.209 0.212 0.127 0.122 0.094 0.192 0.191 0.172 0.188 0.185 0.195

Object Size

small 0.604 0.416 0.188 0.598 0.535 0.460 0.474 0.419 0.383 0.622 0.596 0.566 0.621 0.627 0.647
large 0.753 0.690 0.557 0.735 0.699 0.624 0.659 0.632 0.601 0.751 0.735 0.725 0.736 0.744 0.744

TABLE I: Overview of Faster R-CNN Performance on Vehicle Subgroup

Humans

Occlusion Level
Gaussian Blur Brightness Contrast Saturation Hue

σ = 1 σ = 2 σ = 3 2 4 6 2 4 6 2 4 6 0.15 0.30 0.45

visible 0.312 0.242 0.156 0.325 0.235 0.138 0.258 0.201 0.171 0.349 0.338 0.322 0.338 0.338 0.338
semi-occluded 0.099 0.072 0.040 0.100 0.087 0.056 0.074 0.058 0.052 0.105 0.101 0.099 0.107 0.112 0.110
fully occluded 0.047 0.033 0.022 0.035 0.020 0.008 0.027 0.022 0.019 0.046 0.044 0.039 0.044 0.045 0.041

Object Size

small 0.156 0.094 0.042 0.171 0.128 0.072 0.119 0.093 0.076 0.178 0.170 0.162 0.170 0.173 0.172
large 0.547 0.486 0.392 0.489 0.335 0.207 0.435 0.349 0.303 0.540 0.525 0.504 0.532 0.532 0.525

TABLE II: Overview of Faster R-CNN Performance on Human Subgroup

Vehicles

Occlusion Level
Gaussian Blur Brightness Contrast Saturation Hue

σ = 1 σ = 2 σ = 3 2 4 6 2 4 6 2 4 6 0.15 0.30 0.45

visible 0.507 0.320 0.147 0.566 0.521 0.467 0.487 0.425 0.381 0.586 0.566 0.548 0.591 0.605 0.611
semi-occluded 0.430 0.299 0.153 0.474 0.436 0.395 0.395 0.351 0.311 0.473 0.460 0.454 0.481 0.481 0.481
fully occluded 0.186 0.121 0.046 0.229 0.181 0.142 0.140 0.082 0.078 0.218 0.214 0.212 0.223 0.213 0.224

Object Size

small 0.436 0.240 0.082 0.502 0.453 0.403 0.417 0.348 0.311 0.526 0.494 0.478 0.525 0.542 0.554
large 0.606 0.481 0.320 0.620 0.589 0.544 0.560 0.525 0.478 0.635 0.635 0.626 0.641 0.643 0.643

TABLE III: Overview of YOLOv3 Performance on Vehicle Subgroup

IV. RESULTS

In this section, we first report our findings regarding the

performance of pretrained Faster R-CNN on KITTI without

any finetuning. We experiment with how Gaussian blur and

brightness/hue/contract/saturation transformations affect the

model performance with respect to varying occlusion levels

and object sizes. Tables I and II demonstrate that the effect of

image perturbations is similar in both vehicles and humans,

other than the fact that the model performance is generally

lower for detecting humans. We visualize the effect of all

image perturbations in Figures 1, 2, 3, 4 and 5.

We find that Gaussian blur has a large impact on the perfor-

mance of the model. As the kernel size and sigma gets larger,

we observe that there is large drop in the performance. The

drop is also shown to be larger when sigma increases from 2 to

3 when compared to the increase from 1 to 2, suggesting that

the impact of Gaussian blur increases exponentially as the level

of blur increases. This increase is particularly evident in small

objects; the highest level of Gaussian blur caused the largest

difference in performance between large and small objects. On

the other hand, although objects that are completely visible and

semi-occluded seem to be rather robust against Gaussian blur,

objects that are fully occluded seem to suffer a lot more.

In Tables I and II, we also report the performance of

the detector across transformations in brightness, contrast,

saturation and hue. The Faster-RCNN model is generally

robust against these types of color jitter and the performance

is generally higher than that of under Gaussian blur. How-

ever, there are subtle differences between the effect of each

color transformation. Contrast impacted model performance

the most, resulting in the lowest AUC scores among color

transformations across all occlusion levels and object sizes. In

contrast, hue jitter had the least impact on model performance,

resulting in either similar or even higher performance in all

subgroups.

Next, we report our findings regarding the performance of
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Humans

Occlusion Level
Gaussian Blur Brightness Contrast Saturation Hue

σ = 1 σ = 2 σ = 3 2 4 6 2 4 6 2 4 6 0.15 0.30 0.45

visible 0.224 0.162 0.092 0.242 0.212 0.160 0.177 0.141 0.118 0.238 0.238 0.219 0.237 0.237 0.237
semi-occluded 0.052 0.039 0.016 0.059 0.052 0.040 0.044 0.034 0.026 0.054 0.052 0.052 0.058 0.060 0.065
fully occluded 0.030 0.020 0.008 0.035 0.038 0.031 0.017 0.015 0.013 0.033 0.022 0.022 0.031 0.037 0.027

Object Size

small 0.088 0.053 0.023 0.101 0.092 0.068 0.059 0.044 0.038 0.092 0.084 0.078 0.095 0.095 0.091
large 0.448 0.372 0.245 0.448 0.403 0.298 0.366 0.310 0.264 0.461 0.462 0.448 0.461 0.461 0.468

TABLE IV: Overview of YOLOv3 Performance on Human Subgroup

pretrained YOLOv3 without any finetuning on KITTI in Tables

III and IV. Overall, YOLOv3 shows similar performance

characteristics when compared against Faster R-CNN in many

aspects. However, we observe that the general performance of

YOLOv3 across all subgroups is lower than that of Faster R-

CNN. While both being vulnerable to Gaussian blur, all other

subgroups (including those from Faster R-CNN) only show a

large performance drop from semi-occluded to fully occluded

cases, but YOLOv3 already shows a large performance drop

when going from visible to semi-occluded in the human

subgroup. In the scope of color transformation, the results

show that just like Faster R-CNN, YOLOv3 is also most

vulnerable to contrast while being least affected by hue jitter.

V. CONCLUSION

In this paper, we studied the performance of widely used

pretrained object detectors, Faster-RCNN and YOLOv3. There

are important conclusions that can be made based on our

experimental results. First, both detectors show a performance

drop from detecting cars compared to when detecting humans.

We suspect this is because the humans are inherently smaller

than vehicles and this leaves less margins of error for the

models to draw prediction boxes that meet the IoU threshold.

Secondly, even as some levels of perturbation have been shown

to greatly distort the image, the effect on performance is still

minimal compared to the effect of high occlusion levels and

variations in object sizes. This suggests that we should focus

primarily on guaranteeing the model’s consistency to detect

occluded objects and smaller objects rather than potentially

focusing on solving issues regarding color distortion and low-

resolution images.
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Abstract—In massive machine-type communications (mMTC),
a large amount of devices demand to access to the network via
a commonly sharing wireless channel. Uncoordinated frequent
channel contention associated with channel variation bring a
big challenge for improving the performance of massive access
system. Irregular repetition slotted ALOHA (IRSA), as a typical
grant-free random access protocol, exploits collided signals for
packets recovery and possesses a great potential in improving the
access capability and throughput of the mMTC system. In this
paper, we analyze the performance of IRSA scheme with multi-
packet reception where the access point (AP) can simultaneously
retrieve multiple packets in a collided signal under packet erasure
channel. In particular, decoding failure probabilities during each
round of iterative packet recovery are expressed clearly, based on
which the packet loss ratio and the throughput of the system are
characterized in detail. Simulation results validate the correctness
of the theoretical analyses. By selecting appropriate distribution
of the replica number of packet, the error floor caused by the
packet erasure can be decreased. Besides, the throughput of the
massive access system can be improved by optimizing the link
load of the IRSA scheme.

Index Terms—Irregular repetition slotted ALOHA, multiple
packets reception, packet erasure channel, successive interference
cancellation.

I. INTRODUCTION

As one of the most promising applications of 5G, the

Internet of Things (IoT) aims to connect billions of devices

to completely change our current lifestyle [1]. To meet the

massive connection demand of the IoT, massive machine

type communication (mMTC) is regarded as one of three

application scenarios for 5G [2].

However, in wireless networks where bandwidth is limited

and multipath fading exists, it is still a challenge to provide

reliable massive access for mMTC [3]. Uplink transmissions

from the devices to the access point meet frequent signal

collisions, bringing difficulties in improving the performance

of massive access system [4]. It is noted that when the number

of user equipments (UEs) reaches a certain level, scheduling-

based access protocols would cause extremely high access

This work was supported in part by the National Natural Science Foundation
of China under Grant 61901066, Grant 61971077, in part by Graduate
Research and Innovation Foundation of Chongqing, China (Grant No. CY-
B21067), in part by the Chongqing Science and Technology Commission
under Grant cstc2019jcyj-msxmX0575, and in part by the open research
fund of National Mobile Communications Research Laboratory, Southeast
University (No. 2021D13).

delay and utility loss due to complex signaling information in-

teraction [5]. In contrast, ALOHA-based access protocol fam-

ily, allowing UEs sharing wireless resources without specific

scheduling, becomes popular in forming grant-free random

access system [6].

Traditional ALOHA-based random access schemes, such

as slotted ALOHA scheme [7], directly discard collided sig-

nals caused by uncoordinated packet transmission. Hence,

the channel utility, i.e., the normalized throughput of the

random access system is limited and is insufficient to support

mMTC [8]. In recent years, some improved ALOHA schemes

proposed to make full use of collided signal, promoting the

normalized throughput significantly [9]–[12]. For example,

to make use of the collided signals, contention resolution

diversity slotted ALOHA (CRDSA) was proposed in [9] where

a UE would send its packet and a packet replica to different

slots. When any packet replica is successfully demodulated,

the other replica can be cancelled with the help of the

replica position pointer enclosed by the packet. That is, the

interference caused by the demodulated packet is removed.

The irregular repetition slotted ALOHA (IRSA) proposed

in [10] adopted the similar idea as CRDSA except that a

UE can send a random number of replicas of a packet rather

than two. In particular, the number of replicas is determined

by the corresponding UE according to the probability dis-

tribution function, which is the so-called irregular repetition

[11]. Moreover, the pointer owned by the packet can find

the location of all other packets sent by the same UE [13].

By using successive interference cancellation (SIC) adopted

in CRDSA, collision among packets is well resolved and the

throughput of the system is enhanced remarkably. It can be

seen that CRDSA and IRSA are both simple repetition of the

burst, using interference elimination to turn the conflict burst

into a treasure. Furthermore, [14] considered the combination

of multi-antenna technology and IRSA scheme. Compared

with traditional IRSA scheme, this scheme can support greater

system link load. It is worth noting that IRSA can also be

used in the industrial IoT. The age of information of IRSA

protocol was studied for the first time in [15], which proved the

potential of modern random access technology in information

freshness.

Then, to further improve the successful packets delivery
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probability, coded slotted ALOHA (CSA) was proposed in

[12] based on IRSA. Different from the repetition of raw

packets in IRSA scheme, the raw packets would be encoded

before transmission by using well-designed local packet-level

codes in the CSA scheme. It is noticed that the IRSA scheme

can be regarded as one typical case of the CSA scheme,

where all local coding scheme at devices are repetition cod-

ing. Taking the multipath fading and complex interference

environment of wireless networks into account, the authors in

[16] evaluated the performance of CSA scheme in both packet

erasure channels and slot erasure channels.

While the aforementioned works considered that a packet

only can be recovered in a slot where no collision signal exists

after implementing SIC, advanced communication technolo-

gies such as multi-antenna receiver and power capture effect

provide for access point (AP) a capable of retrieving multiple

packets simultaneously in a collided signal. Motivated by this,

the authors in [14] explored the packet loss ratio and the

throughput of IRSA scheme in a system where the AP has

the multi-packet reception capability. In a recent work, the

optimal distribution of the replica number of packet in IRSA

scheme have been explored for mMTC system where the AP

can retrieve two packets simultaneously [17].

To the best of our knowledge, there is no existing work e-

valuating the transmission performance of improved ALOHA-

based protocol in wireless access systems with multi-packet

reception capability and packet erasures. In fact, as the in-

stability of wireless channel is inherent, incidental decoding

failure is commonly observed at the AP end even though

the multi-packet reception is adopted. While the CSA scheme

requires extra computing complexity at all devices, the IRSA

scheme avoids the packet level computing at the transmitter

side. Motivated by this, we in this work investigate the overall

packet loss ratio and throughput performance of the IRSA

scheme in a massive wireless access system with multi-

packet reception under packet erasure channel. In particular,

the incidental decoding failure caused by channel variation is

modeled as packet erasure during the transmissions. The main

contributions of this work are summarized as follows.

1) We derive the decoding error probabilities of the IRSA

scheme during the packet recovery process when the AP

can demodulate multiple packets simultaneously under

packet erasure channel.

2) We characterize the packet loss ratio and the throughput

in detail. Numerical results show that by selecting appro-

priate replica distribution of packets, the packet loss ratio

floor can be decreased. Moreover, the throughput can be

improved by optimizing the link load.

The rest of this paper is organized as follows. In Section

II, the system model for IRSA scheme with multiple packets

reception capability of AP under packet erasure channel is

established. In Section III, we propose the implicit conditions

of decoding failure probability during packets recovery when

the AP can demodulate multiple packets under packet erasure

channel. In Section IV, the system performance is analyzed

Fig. 1. The schematic diagram of the IRSA-scheme-enabled multi-
access system with multi-packet reception under erasure channels. For i ∈
{1, 2, · · · ,M}, Di and D̂i represent the raw data and the recovered data at
the AP corresponding to UE i.

under packet erasure channel. Numerical results are presented

in Section V. The conclusions are given in Section VI.

II. SYSTEM MODEL

A multi-access system where M UEs attempt to transmit

data to an AP by sharing the same wireless medium is

considered as shown in Fig. 1. Synchronization is assumed for

all the communication patterns. Transmissions are organized

into consecutive medium access control (MAC) layer frames

where each frame is further divided into N slots. IRSA scheme

is adopted at all UEs for countering possible signal collisions

and packet recovery failures at the AP, i.e., each UE would

repetitively send its packet in multiple slots while the number

of packet replicas follows a designed distribution. For clarity,

the slot length is assumed to be the same as the packet

length, i.e., a packet just fills one slot. Since the wireless

channel between UEs and the AP usually experience fading,

the successful recovery of the encoded packet from the AP

can not be guaranteed even when there is no signal collision

in each slot. We model this event as packet erasure and denote

the probability of such packet recovery failure by ǫ [16]. By

employing multi-antenna technology, the AP is assumed to

retrieve up to K multiple packets from each slot. That is,

multi-packet reception capability is considered at the AP. To

further improve the access efficiency, SIC is adopted at the

AP, combating the mutual signal pollution by cancelling the

known message from the mixed signals.

A. Iterative Principle of SIC at the AP

Note that it is possible that there are more than K UEs

choosing to transmit packets in a particular slot. Hence, even

though multi-packet reception is adopted, the AP might fail

to recover all the packets transmitted in a particular slot. To

further improve the decoding capability, SIC is introduced

in the IRSA-based random access framework. Specifically,

based on some retrieved decoded packets, the AP tries to

recover other packets, reconstruct the signal of the recovered

packets, and subtract those signals in the received noisy

signal of the corresponding slot the signal being transmitted.

This procedure would bring more slots where the AP can

retrieve decoded packets by multi-packet reception and can

be iteratively operated at the AP until no slot can provide new

recovered packets.

To analyze the SIC procedure, graph G = (M,N , E) is usu-

ally introduced to characterize the IRSA scheme. Specifically,
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Fig. 2. Bipartite graph representation of the SIC iterative process under packet erasure channel, K = 2. In particular, encoded packets transmitted in slot 2
and slot 3 can be recovered in the first iteration because of multiple packets reception ability of the AP.

M, N , and E represent the set of M UE nodes (UNs), the set

of N slot nodes (SNs), and the set of edges connecting UNs

and SNs, respectively. If ith UE choose to transmit a packet in

jth slot, then there is an edge connecting ith UN with jth SN.

Fig. 2 presents an example of the SIC procedure where M = 3
and N = 5. K = 2 is considered for the multi-packet reception

capability at the AP side. The packet recovery begins from

slot 2 and slot 3 using multi-packet reception, which retrieves

the raw packets transmitted from 1st and 2nd UEs. According

to IRSA scheme, the transmitted signals of 1st and 2nd UEs

can be reconstructed, which are used for subtracting known

signals from that received in slot 5. As the signals collided in

slot reduces, more packets can be recovered from slot 5 and

this decoding-subtracting process can be iteratively operated.

Finally, all the raw data of the three UEs are recovered. It is

noted that one of the packets transmitted by 3rd UE is missed

due to packet erasure of slot 4 in the example.

B. Degree Distribution

As shown in Fig. 2, there are edges connected to UNs and

SNs in graph G. Let us define the number of edges connected

to a node as node degree. Accordingly, the polynomial rep-

resentations of UN degree distribution Λ(x) and SN degree

distribution Ψ(x) can be expressed respectively as

Λ(x) =
N
∑

l=1

Λlx
l, Ψ(x) =

M
∑

l=1

Ψlx
l, (1)

where Λl represents the probability that the degree of UN is

l and Ψl represents the probability that the degree of SN is

l. From Eq. (1), one can quickly get the average degree of

UN Λ′(1) =
∑N

l=1 Λll and the average degree of SN Ψ′(1) =
∑M

l=1 Ψll. In addition, the degree distributions can also be

defined from an edge’s perspective as

λ(x) =

N
∑

l=1

λlx
l−1, ρ(x) =

M
∑

l=1

ρlx
l−1, (2)

where λl represents the probability that an edge is connected

to a UN with node degree l and ρl represents the probability

that an edge is connected to a SN with node degree l. Then,

the following relations always hold by definition [10]:

λ(x) = Λ′(x)/Λ′(1), ρ(x) = Ψ′(x)/Ψ′(1). (3)

Recall that UEs randomly select slots to send packets. The

probability that a specific UE sends packet in a slot of interest

is Λ′(1)/N . Thus, it has

Ψl =

(

M

l

)(

Λ′(1)

N

)l(

1−
Λ′(1)

N

)M−l

. (4)

Substituting Eq. (4) into Eq. (1), the degree distribution of SN

admits that

Ψ(x) =
(

1−
Λ′(1)

N
(1− x)

)M

. (5)

In particular, for large enough M , the number of UEs sending

packets in each slot tends to be Poisson distributed. Hence,

one has

Ψ(x) = exp (−GΛ′(1)(1− x)) , (6)

ρ(x) =Ψ(x)/Ψ′(1) = exp (−GΛ′(1)(1− x)) , (7)

where

G :=
M

N
(8)

represents the link load of the system, i.e., the average number

of UEs choosing to transmit in each slot.

III. DECODING FAILURE PROBABILITY ANALYSIS FOR

PACKETS RECOVERY

Due to the existence of channel erasure, using SIC and

multi-packet reception can not guarantee that all the packets

transmitted to be recovered in IRSA scheme since it is possible

that all the encoded packets are missing. The decoding failure

probability of a packets becomes one of the key performance

of the CSA scheme. In this section, we analyze the decoding

failure probability of the multi-packet-reception-based IRSA

scheme under packet erasure channel.

Under the packet erasure channel, some of the packets

would be missing at the AP end or equivalently, some of

the edges would be erased in G. We consider an unerased

packet transmitted in a slot with degree l in G. After the

packet/edge erasure, the probability that there remains v − 1
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interfering packets, or equivalently, observing from the corre-

sponding unerased edge, the SN degree reduced from l to v is
(

l−1
v−1

)

(1− ǫ)v−1ǫl−v . Accordingly, the SN degree distribution

observed from an unerased edge in G is denoted as

ρ̃(x) : =
M
∑

l=1

ρl

l
∑

v=1

(

l − 1

v − 1

)

(1− ǫ)v−1ǫl−vxv−1

= ρ
(

(1− ǫ)x+ ǫ
)

. (9)

Recall that in each round of SIC, the iteration starts from

the SNs by checking whether packets enclosed in the corre-

sponding interference-cancelled signals can be recovered using

multi-packet reception. We say a SN is recovered when the

unerased packets transmitted in that slot are recovered, and

vice versa. Similarly, we call a UN is recovered if all of its

packets are recovered at the AP side or not yet. Randomly

selecting an edge in G, there exists a probability that the

connected SN is unrecovered. Let us denote this probability at

the end of the ith round of iteration by pi. Likewise, we denote

the probability that the connected UN is unrecovered after the

ith round of iteration by qi. Along with the iteration of SIC,

both probabilities would be updated. For example, before the

first round of iteration, q0 = 1 while p0 < 1 if there exists

some SNs that less than or equal to K packets are transmitted

in that slot. Using multi-packet reception, some of the packets

would probably be recovered and q1 < 1. Those recovered

packets would contribute to the signal cancellation at the SN

side and reduce the number of unknown packets in a slot,

yielding a p1 less than p0.

Based on the IRSA scheme, unrecovered probability of a

SN pi can be expressed as the following lemma.

Lemma 1. Consider an AP with multi-packet reception capa-

bility K and packet erasure probability ǫ. Given the ith round

of iteration of unrecovered probability qi for the UNs in the

IRSA scheme, the unrecovered probability of an SN at the end

of the ith iteration is characterised as

f(qi) = pi :=1−
K−1
∑

k=0

qki
k!

(

−GΛ′(1)(1− ǫ)

)k

× exp
(

−GΛ′(1)(1− ǫ)qi
)

. (10)

Proof: First, let us analyze the probability that an edge

connected to a degree-v SN in G can not be recovered after the

ith iteration of SIC, which we denote it by p
(v)
i . Specifically,

with multi-packet reception capability K, if v − K packets

transmitted in a slot have been successfully recovered, the

remaining K packets can be recovered. Hence, we have that

p
(v)
i = 1−

K−1
∑

k=0

(

v − 1

k

)

(1− qi)
v−k−1qki . (11)

Accordingly, the probability of interest pi can be expressed as

pi =

M
∑

l=1

ρl

l
∑

v=1

(

l − 1

v − 1

)

(1− ǫ)v−1ǫl−vp
(v)
i

=
M
∑

l=1

l
∑

v=1

(

l − 1

v − 1

)

(1− ǫ)v−1ǫl−vρl

×

(

1−
K−1
∑

k=0

(

v − 1

k

)

(1− qi)
v−k−1qki

)

=1−
K−1
∑

k=0

qki

M
∑

l=1

ρl

l
∑

v=1

(

l − 1

v − 1

)

(1− ǫ)v−1ǫl−v

×

(

v − 1

k

)

(1− qi)
v−k−1

(a)
=1−

K−1
∑

k=0

qki
k!

ρ̃(k)(1− qi), (12)

where (a) follows from the first equality of Eq. (9).

On the other hand, it is valuable to note from Eq. (7) and

the last equality of Eq. (9) that

ρ̃(x) = ρ
(

(1− ǫ)x+ ǫ
)

= exp
(

−G(1− ǫ)Λ′(1)(1− x)
)

.
(13)

Taking the k-th order derivative of ρ̃(x), it has that

ρ̃(k)(x) =
(

G(1− ǫ)Λ′(1)
)k

exp
(

−G(1− ǫ)Λ′(1)(1− x)
)

.
(14)

Substituting Eq. (14) into Eq. (12), we can obtain Eq. (10).

Eq. (10) manifests the updating process from qi to pi in

the SIC. According to Lemma 1, it can be seen that the link

load G, erasure rate ǫ and multi-packets reception capability

K would significantly affect the efficiency of SIC.

On the other hand, unrecovered probability qi can also be

computed as a function of pi−1. In particular, qi is closely

related to the UEs degree distribution. By combining the

functions pi = f(qi) and qi = g(pi−1), one can characterize

the recursion function of unresolved probability of packet

erasure channel during the SIC iteration process.

Theorem 1. The updating process from pi−1 to pi is

pi =1−
K−1
∑

k=0

[

λ
(

(1− ǫ)pi−1 + ǫ
)]k

k!

(

G(1− ǫ)Λ′(1)

)k

× exp

(

−G(1− ǫ)Λ′(1)λ
(

(1− ǫ)pi−1 + ǫ
)

)

. (15)

Proof: The probability that the desired packet cannot be

recovered is equal to the probability that none of the remaining

packets sent by the same UE can be recovered. Therefore,

the probability that the packets cannot be decoded in the ith
iteration can be expressed as

qi :=

N
∑

l=1

λl

l
∑

j=1

(

l − 1

j − 1

)

(1− ǫ)j−1ǫl−jpj−1
i−1

=λ
(

(1− ǫ)pi−1 + ǫ
)

= g(pi−1). (16)

By plugging qi into Eq. (10), the recursion function Eq. (15)

follows.

Theorem 1 reveals how the distribution {Λl} affects the

updating process from pi−1 to pi associated with the effect
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Fig. 3. Iteration of decoding failure probability pi and qi. In this case,
Λ(x) = 0.5162x3+0.2978x4+0.1287x5+0.0445x6+0.0128x7, ε = 0.1,
and K = 2.

of parameters G and K. One can optimize {Λl} and these

parameters to reduce the unrecovered probability and improve

efficiency of the IRSA system in the packet erasure channel.

With specific parameters, the updating process between pi
and qi can be visualized based on Eq. (15). For example,

let us consider Λ(x) = 0.5162x3 + 0.2978x4 + 0.1287x5 +
0.0445x6 + 0.0128x7 and an AP with multi-packet capability

of K = 2. We can obtain that the average degree distribution

is 3.7399. According to Eq. (8), G = 1.4, and λ(x) =
0.4141x2 + 0.31855x3 + 0.1721x4 + 0.0714x5 + 0.0239x6.

In this case, we can see that

pi =1− exp
(

−4.7123λ(0.9pi−1 + 0.1)
)

×
(

1 + 4.7123λ(0.9pi−1 + 0.1)
)

. (17)

The corresponding iteration process of the decoding failure

probability is shown in Fig. 3 as the dotted line while ǫ takes

value 0.1. As shown in Fig. 3, for the first round of iterative

decoding, p0 = 0.9487, p1 = 0.8669, p2 = 0.7909. When

pi = pi−1 = p∗, the iteration stops, as marked in Fig. 3. It is

noticed that (p∗, q∗) is just the intersection of f(qi) and g(pi).

IV. THE PACKET LOSS RATIO AND THE THROUGHPUT

The unrecovered packets contribute to the packet loss of

each frame of packet transmission in IRSA scheme. From

the Eq. (15), when pi = pi−1, the iteration stops. We define

this stopping unrecovered probability as p∗. Note that the

unrecovered probability p∗ represents the packet unrecovered

probability observed from an edge in the graph G and it is

different from the packet loss ratio observed from UN. Let

us denote the probability that the AP can not recover all the

packets transmitted from a UN by Perr. Recall that packet

loss occurs in packets transmitted through the packet erasure

channel. We consider the UN with l connections without

packet erasure in the bipartite graph. Due to the existence of

packet erasure channel, the degree of UN would reduce from

l to v. Hence, we can obtain the probability p∗v which means

the packet loss ratio with the UN of degree v under packet

erasure channel. Then it has

Perr =
M
∑

l=1

Λl

l
∑

v=1

(

l

v

)

(1− ǫ)vǫl−vp∗v. (18)

Based on the derived packet loss ratio Perr, one can further

analyze the throughput of the CSA system, which is defined

as the average number of successfully transmitted packets per

slot. Denote the throughput by Γ. Recall that there are M
UEs in the considered system. Hence, the number of packets

successfully transmitted is sM(1−Perr). Further dividing the

slot number N of each frame, one can express the throughput

of system as

Γ =
M(1− Perr)

N
. (19)

From Eq. (19), one can find that the system throughput Γ is

strongly related to the UE degree distribution Λ(x), erasure

probability ǫ and the demodulation capability of the AP, i.e.,

K.

V. SIMULATION RESULTS

Let us present some simulation results to investigate the

packet loss ratio and the throughput of the considered system.

Fig. 4 depicts how the packet loss ratio Perr varies with

the link load G under the packet erasure channel. We set the

UEs degree distribution as Λ1(x) = 0.5162x2 + 0.2978x3 +
0.1287x4 + 0.0445x5 + 0.0128x6 which is suitable for ǫ = 0
and K = 2 [17], Λ2(x) = xΛ1(x) and K = 2. It can be

seen from Fig. 4 that Perr increases with the growth of G
for all cases where a critical G exists, beyond which Perr

jumps to approach 1 and the system performance deteriorates

dramatically. This is because with the increase of link load,

the mixed signals within the system are more difficult to

demodulate. For all considered Λ(x) and ǫ, there exists a

packet loss ratio floor caused by packet erasure. Note that

when the link load G < 1.7, ǫ = 0.1 with Λ1(x), the packet

loss ratio Perr is about 10−2. When the link load G < 1.5,

ǫ = 0.1 with Λ2(x), the packet loss ratio Perr is about 10−3.

Particularly, for Λ1(x), the error floor decreases while the

critical G increases when ǫ increases from 0.1 to 0.2. This

implies that for different ǫ, the UE degree distribution should

be optimized such that a better error floor and throughput can

be achieved. Comparing the packet loss ratio in theory and the

simulation results, one can observe that the analytical results

well approximate the simulated results for different erasure

probability cases. More importantly, one can find from Fig. 4

that when there is no quadratic term of x in the distribution

function, i.e., using Λ1(x) and Λ2(x), the error floor caused by

packet erasure can be obviously reduced. Hence, by adjusting

the degree distribution function, we can alleviate the effect of

erasure on Perr.

To intuitively observe the effect of different K for different

link load G under packet erasure channel, we focus on the

curves of throughput which varies with the system parameters

such as link load G and K as shown in Fig. 5. In particular, we
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Fig. 4. The packet loss ratio Perr v.s. the link load G under packet erasure
channel, K = 2, N = 4000.
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Fig. 5. The system throughput Γ v.s. the link load G under packet erasure
channel. ε = 0.1, UE degree distribution is Λ1(x), N = 4000.

set ǫ = 0.1. One can find that with the increase of link load G,

the system throughput would increase from 1. Moreover, the

throughput can achieve 2.4 when K = 3 and the throughput

can only achieve 1.7 when K = 2 under packet erasure chan-

nel. This shows that throughput can increase as K increases.

We can conclude that the capability of AP has a critical impact

on the throughput. The better the performance of the AP,

the higher throughput of the system can achieve. Moreover,

the simulation of system throughput is expressed and we

can compare the simulated throughput with the analytical

throughput. The simulated throughput well approximates the

analytical results under packet erasure channel which validates

the correctness of the theoretical analyses.

VI. CONCLUSION

In this paper, we establish a multiple packets reception

system model based on IRSA scheme under packet erasure

channel. The analysis framework of the IRSA scheme with

the APs multiple packets reception capability is formulated.

Then, implicit conditions of the decoding failure probabilities

during each round of packet recovery of the SIC process

are derived explicitly. Based on the established convergence

equation, we characterise the packet loss ratio and throughput

in detail. Afterwards, we present numerical results about how

the performance varies with the parameters such as ǫ, G, K
under packet erasure channel. It is concluded that throughput

can be improved by optimizing the link load G. Moreover,

some particular UE degree distributions can decrease error

floor under erasure channels.
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Abstract—The main difficulty of sim-to-real is the reality gap
between the source domain and the target domain. In order to
solve it, various methods where domain randomization is the
mainstream have been emerged, whose essence is to make the
single policy more robust. In contrast, we propose a novel transfer
method, namely two-policy cooperative transfer, whose core is
that one policy (task policy) is used to complete the task and
another policy (gap policy) aims to assist the former to cover
the gap, hence we can focus on the training of task and the
overcoming of gap respectively. Based on this method, the setting
of the learning objective of gap policy depends on the transfer
situation of deploying task policy into real system, besides how to
conduct the cooperation of the both lies in the threshold reflecting
gap and the coupling of output actions of two policies. For the
typical contact-rich gap in the dynamics field, we design an
adaptive object pushing experiment based on UR3 robot, and
verify the effectiveness of the proposed method.

Keywords—Sim-to-real, Reinforcement learning, Robot control

I. INTRODUCTION

In recent years, robot control based on reinforcement learn-

ing has gradually become an important direction in artificial

intelligence field [1]. Its essence lies in training a policy

achieving the maximum expected reward to complete the task

through trial and error of large data samples [2]. Up to now,

almost of all policy training is completed in virtual simulation,

while direct training in the real robot system is faced with a

series of problems of high cost, high risk and low efficiency

[3]. Therefore, how to guarantee the effect of deploying the

policy obtained via simulation training to the real system

(sim-to-real transfer), specifically eliminating the impact of

reality gap [4] between simulation and reality, has increasingly

become a hot topic attracting wide attentions.

The difference between the simulated source domain and

the real target domain leads to the gap [4, 5], which further

render the application effect of the policy transferred into the

real system is far less likely than that of the simulation. For this

issue, some research advances have also emerged gradually,

This work is supported by Science and Technology Innovation 2030–“New
Generation of Artificial Intelligence” Major Projects (2020AAA0108902),
Strategic Priority Science and Technology Program of Chinese Academy of
Sciences(Category B)(XDB32050100) and Dongguan City Core Technology
Cutting-edge Project (2019622101001)

among which the more representative one is domain random-

ization (DR) [5], which was initially applied to cover sim-to-

real gap in visual images, and later related studies employed

this idea to narrow the gap in the field of dynamics [3, 6]. In

this paper, our research focuses on the gap in dynamics, and

a typical application scenario is the contact-rich [7] transfer

experiment, in which the properties of the experimental object

are difficult to accurately simulate.

In the initial phase of this research, we evaluated the

performance of DR for gap bridging in dynamics, and found

that it was effective but still seemed to fall short of the desired

results. Additionally, some recent literature [8, 9] have raised

doubts about DR. After more investigations, such as [3, 6, 10–

12], we find that these methods including DR are basically

single policy transfer, hence, the policy inevitably requires the

two abilities at the same time, that is, completing the task and

overcoming the gap. For now, there is no theoretical support

for the coupling training of the two abilities to ensure that each

ability can meet the established requirements. Meanwhile,

the training complexity will also increase significantly [12].

Therefore, we tentatively propose a two-policy training mode,

one policy is focused on the acquisition of task skills (task

policy), another policy is focused on how to make up the gap

(gap policy). The two policies will be deployed to the real

system simultaneously, if there is no gap effect temporarily,

the task policy will be executed; otherwise, the coupling action

of the output actions of the two policies will be executed to

eliminate the gap and continue the task at the same time. We

define it as two-policy cooperative transfer.

For the proposed method, the setting of learning objectives

of the gap policy depends on the transfer situation of deploying

task policy into real system, that is, the pre-transfer of task

policy. Although this method needs to train two policies, it can

make more timely and reasonable adjustments to the impact of

gap, so as to distinctly improve the effectiveness and success

rate of sim-to-real transfer.

The main contributions in this paper are as follows: (1) We

propose two-policy cooperative transfer to make up for the

impact of gap. (2) Based on our method, we can focus on

the training of task and the overcoming of gap respectively.

(3) Experimental results show that the proposed method has

a satisfactory covering effect for the contact-rich dynamic

156978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



gap, and is significantly better than the domain randomization

method.

II. RELATED WORK

Sim2real transfer has gradually become a topic of

widespread concern, and the main difficulty is how to bridge

the gap. For this issue, there have been a lot of research

progress, which can be roughly divided into three cate-

gories [13]: system identification, domain adaptation, and

domain randomization (DR).

The purpose of system identification is to accurately obtain

the corresponding simulation model through the identification

of real system and objects, so as to minimize the differences

between simulation and reality. Hwangbo et al [14] trained

the deep network model to conduct the mapping from motor

instructions to torque based on the data of the actual system,

and the transfer of walking and running on the quadruped

robot is realized.

Domain adaptation is originated from computer vision,

which aims to study how the visual-based model trained

by the source domain adapts to the target domain that has

never been encountered. The idea is also used to solve reality

gap. Christiano et al [10] trained the inverse dynamics model

through the data of the actual system to make the simulation

model closer to the actual system, thus improving the transfer

effect of the policy.

DR aims to experience various simulation environments as

much as possible in the simulation training process (such

as all kinds of simulation images, simulation objects with

various dynamic characteristics in a certain range, etc), and

try to include the approximate actual situation in them, so as

to achieve a strong robust policy. Sadeghi et al [11] trained

the visual-based quadrotor control policy by using random

composite rendering scenes. In the paper [5], the authors used

various images to train the policy for realizing the grasping

task of the robot.

In order to solve the gap of dynamics, Andrychowicz et

al [12] trained the policy of controlling object rotation by ran-

domly setting physical parameters such as friction and delay,

and transfer it to the Baxter robot without additional fine-

tuning. In the paper [6], the authors explored how to reduce

the parameter space of DR to improve training efficiency. In

view of how to solve the dynamics gap effectively, Valassakis

et al [9] comprehensively evaluated several main methods at

the present stage, expressing that the result of DR is not

ideal enough. The paper [8] also raised doubts about domain

randomization.

III. METHOD

For now, the policy transfer from simulation to reality

is basically the transfer of a single policy. In view of the

gap reflected in the transfer procedure, most of scientists are

devoted to the research on how to make the single policy more

robust and more generalized, so as to cover the gap. In contrary

to this idea, we propose a concept which is the two-policy

cooperative transfer, specifically meaning the cooperation of

Fig. 1. The main logical framework of the two-policy cooperative transfer

task policy and gap policy, with the former focusing on task

skills and the latter focusing on overcoming gap. Further, we

clarify the method about how to train the two policies and

transfer them to the real system cooperatively. Figure 1 shows

the main logical framework of our proposed method, and more

details are illustrated in Figure 2.

A. Task Policy

In order to make the agent possess a certain skill or be

able to complete a certain task, the relevant algorithm of

reinforcement learning is used to train a policy that is inputted

environmental states and output the actions, so as to realize

the maximum reward return J(θ) = Eθ[
∑

∞

t=1
γtrt]. We define

this kind of policy as task policy πTθ(aTt | st), and its action

is further defined as aTt. T is the symbol representing task.

The training of task policy is the same as the policy training of

reinforcement learning in general sense. It is not be expanded

here. For more details, refer to the relevant literature [3, 5].

For the training of task policy, we do not take consideration

into narrowing the gap. Therefore, in the training process, we

only focus on whether the policy can acquire the required task

capability.

B. Gap Policy

In this section, we illustrate how to train a specific policy

for the gap, namely gap policy πGθ(aGt | st). First, we hold

the opinion that it is sufficient for task policy if its test results

perform well in simulation. Further, we regard the state of

task policy at each step in the simulation test as the reference

state, and the deviation state obtained when the task policy

is deployed into the actual system as the gap state. Based on

these two different classes of states and possible modification

actions, new learning objective are designed to train gap policy.

G is the symbol representing gap.

After the task policy πTθ(aTt | st) is obtained through

training under simulation, it is first tested in simulation, and

the state st of the experimental object in each step is recorded

and collected as a state reference set straj :

straj = (s1, s2, s3, ...sk, ...sn) (1)
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Fig. 2. The solid lines represent how to acquire the prior knowledge about designing the learning objective of gap policy through the task policy pre-transfer,
and then train it in simulation. The dotted lines represent the operation logic and action selection of the two-policy cooperative transfer. The solid lines of
robot and object are collinear with the dotted lines

Then the task policy is transferred to the actual system, and

the state s′t of the actual object is recorded at each step to

obtain the actual state set s′traj :

s′traj = (s′
1
, s′

2
, s′

3
, ...s′k, ...s

′

n) (2)

And we can get the set of deviations etraj between straj and

s′traj , as:

etraj = (e1, e2, e3, ...ek, ...en) (3)

Each deviation et is compared with the threshold c in chrono-

logical order. Based on experience, we set the threshold

c at ±5% of the corresponding reference state. The first

deviation exceeding the threshold is set as ec. And then the

simulation state and the actual state at the corresponding time

is respectively set as sc, s′c. The reason for adopting the first

deviation is that it is most timely to make adjustments to

overcome the impact of gap at this moment. Otherwise, the

accumulation of errors will become larger, and the difficulty

of adjustment will increase significantly. Due to the influence

of the gap, each actual trajectory is likely to be different,

assuming that k practical experiments are carried out, the state-

deviation trajectory τes can be obtained, as:

τes = (ec1, sc1, s
′

c1, ...eck, sck, s
′

ck) (4)

The three elements with the same subscript in τes are classified

as one class, and the class h is arbitrarily taken out of it, with

time t. Suppose there is an action aMt, render that:

ŝ′ch ∼ PR(ŝ
′

ch | s′ch, aMt) (5)

0 ≤ ŝ′ch − sch < ech (6)

After the execution of the action aMt, the updated state

ŝ′ch is obtained from the actual system transition probability

distribution PR, which is closer to the simulation state sch,

so as to realize the state modification of the object. Actions

aMt can be designed with reference to specific system and

task, and symbol R and M represents reality and modification

respectively.

Thus, we get two important prior knowledge of the training

setting of gap policy πGθ(aGt | st): preliminarily reflecting

various states s′ch of the gap, and each action aMt to mod-

ify these states. Further exclude possibly similar states and

actions, retain representative ones (S′

ch, AMt), and construct

corresponding learning objective based on them. After train-

ing, the gap action aGt should be equivalent to the modified

action aMt. The corresponding logic is shown as the solid lines

in Figure 2, and the setting of simulation training environment

refers to the training situation of task policy.

C. Two-Policy Cooperative Transfer

Task policy πTθ(aTt | st) and gap policy πGθ(aGt | st)
are transferred into the real system to overcome the gap and

complete the task. In this process, when the state of the

experimental object does not reach the threshold c, we deem to

that the gap does not appear at the moment, and the task action

aTt given by the task policy can be performed continually.

When the threshold c is reached, the gap appears, then the

gap action aGt given by the gap policy is coupled with the

task action aTt to obtain the coupled action aCt, which is

executed to modify the object state and make it drop below

the threshold c.
The coupling of actions can be simply expressed as:

aCt = aTt ⊕ aGt (7)

In certain situation it might be adding vectors. The logic of

coupled actions execution is shown in Figure 2 with the dotted

lines.

IV. EXPERIMENTS

We set up a simulated and realistic UR3 robot object push-

ing experimental platform respectively, as figure 3 (a)(b), then

conduct policy training through the former and policy transfer
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(a) (b) (c) (d)

Fig. 3. The simulation (a) and real experiment platform (b) for UR3 robot
object pushing, besides the box loaded 1000g iron block into the upper part
of the center (c) and the lower part of the center (d) respectively

(a) (b) (c) (d)

Fig. 4. The experiment process of object pushing by UR3

through the latter. Furthermore, we illustrate the experimental

process based on the proposed method, also compare and

evaluate it with domain randomization.

A. Experimental Setup

Virtual simulation: Our simulation environment is com-

posed of Mujoco physics engine [15] and OpenAI Gym

library [16]. We use a UR3 robot equipped with two-finger

gripper at the end, which will be closed during the experiment

to push the experimental object. The simulation step size is

0.002s, and each episode contains 50 steps. The output of

the policy is the Cartesian coordinate at which the end of the

robot gripper should reach. The input of the policy includes the

Cartesian position coordinates of the end of the robot gripper,

target position and the position attitude of the object.

Real system: The system communication is set up through

the robot operating system (ROS). The Kinect2 camera is to

get the target pose and position attitude of the experimental

object, and UR3 robot is equipped Robotiq two-finger gripper

with closed state. The end of the robot gripper is set perpen-

dicular to the motion plane and the height is fixed to ensure

that the end can avoid bumping.

The experimental object and process in reality: The

object used in our experiment is a box with QR code, being

(0.15m ∗ 0.15m ∗ 0.15m) and 60g. For comparison, we

further load 1000g iron block into the non-geometric center

position of the box, such as the upper part of the center and

the lower part of the center, shown as Figure 3 (c)(d), to

significantly increase and change the whole box mass, friction

force and center of gravity position. We set the mark of the

success of the experiment as that the distance between the

box and the target pose is less than 0.02m, meanwhile the

deflection angle is not more than 5◦. The initial position

of object is (x, y) = (0.36m, 0.15m), and the target point

is (x, y) = (0.11m, 0.40m). The object pushing experiment

process is shown as Figure 4.

Fig. 5. The reference trajectory and fitting line of the pushed object in the
simulation test

(a) (b)

Fig. 6. (a) and (b) illustrate the two types of deflection

B. The Application of Proposed Method

Task policy: For the task policy training of UR3 robot

object pushing experiment, the corresponding simulation en-

vironment is designed as described in 4.1 section. The rein-

forcement learning algorithm used in training is SAC [17],

combined with the use of HER [18]. The neural network

Settings and hyperparameters of the algorithm program are

set using the corresponding default Settings in the Stable-

baselines library [19]. For the design of the reward function,

we take the distance function between the object and the target

position, as:

r(st, at) = −dt/d0 (8)

Where, dt and d0 represents the distance of the current

moment and the initial moment respectively. Additionally, we

fixed the initial position and target position of the experiment

to reduce the training difficulty and generalization ability of

the task policy, so as to highlight the impact of gap and the

effectiveness of the proposed method.

After training, we test the task policy in simulation, and

record the states of each step of the object moving on the flat

surface location, then gather into a reference trajectory and

infer the fitting line, as shown in figure 5.

Gap policy: The task policy is deployed into the UR3 robot

system, due to the uncertainty about the physical properties

of the actual object, reality gap appears. Specifically, the

position and deflection of the actual object at each moment will

gradually deviate from the corresponding state of the reference

trajectory, namely the deviation et. From analysis, there are

actually no more than two types of deflection at the initial

phase of arising deviation, that is, deflection along clockwise
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Fig. 7. the actions of the two policies are coupled and executed

(a) (b)

Fig. 8. Schematic diagram of the learning objective of gap policy

or counterclockwise direction of original object plane, with

different specific degrees, as shown in Figure 6 (a)(b).

For the two direction deflections, obviously, the corre-

sponding modified adjustment is the action from the oblique

direction, defining it as coupled action aCt. While the action

aTt given by task policy is along the direction of motion

and is continuous, we can reverse infer that the action aGt

given by gap policy should be perpendicular to the direction

of motion up or down, as figure 7. Our output action is the

coordinate of the gripper end, hence the coupling of actions

in this experiment refers to the addition of coordinate vectors.

Furthermore, based on the deviation states and the modified

actions inferred from the analysis, we can design new learning

objective and obtain the gap policy through simulation train-

ing. The vertical view of learning objective is shown in Figure

8. When clockwise deflection or counterclockwise deflection

occurs as shown in Figure 8 (a) or Figure 8 (b), the learning

objective is how to move the end from the starting point A to

the target point B. The AB distance in this experiment is set

as 0.10m.

For simulation training of gap policy, its relevant Settings,

such as reinforcement learning algorithm, hyperparameters,

network setting and reward function, are the same as those

of task policy, only the learning objective is different.

Two-policy cooperative transfer: The task policy and the

gap policy are transferred to the actual system together. After

each execution step, the state is compared with the threshold.

If the threshold is not exceeded, only execute the task action at

the next step; otherwise, execute the coupled action. The entire

process can also be referenced in Figure 7 and the dotted lines

of Figure 2.

(a)

(b)

Fig. 9. The motion trajectories of the box loaded iron block through our
method

TABLE I
DYNAMIC PARAMETERS AND THEIR RANGES IN SIMULATION

Parameters Range

Mass [0.05, 1.10] kg
Sliding Friction Coefficient [0.2, 2.0]
Torsion Friction Coefficient [0.01, 0.1]
Rolling Friction Coefficient [0.005, 0.05]

C. Results of Comparisons

We use the single transfer of task policy as the baseline

and domain randomization [5, 9] as the comparison method

to conduct a comprehensive evaluation of the object pushing

experiment with our proposed method.

We employ domain randomization for object’s parameters

to train a policy with some generalization. Details are shown

as Table I.

Each group of experiments is conducted for 50 times, and

the corresponding success rate is recorded. The specific results

are shown in Table II.

The results show that the baseline method has certain

task completion ability only for the empty box, but it can’t

complete the experiment after loading iron block. For domain

randomization, although it can enhance the generalization and

improve the success rate partly, the overall effect is not ideal.

TABLE II
THE SUCCESS RATE OF THREE TRANSFER METHODS FOR THREE TYPES

OF BOXES

Three Types of Boxes The Baseline
Domain

Randomization
Ours

Empty Box 56% 68% 92%

Iron Block into The Upper 0% 10% 84%

Iron Block into The Lower 0% 8% 82%
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In contrast, our proposed method is robust to the changes of

physical properties of box and achieves relatively high success

rate. As Figure 9 (a) and (b), the motion trajectories of the

box loaded iron block reflect that based on our method, there

are adaptive real-time adjustments in the pushing process to

eliminate the influence caused by gap.

It should be pointed out that for the task policy of single

transfer and domain randomization, we did not retrain targeted,

but carried out experiments on three types of boxes with the

same policy and set of procedures. In the experiment based

on our method, we did not make any secondary adjustment to

the task policy and the gap policy, and just ran the same set

of programs based on the same policy, which also reflected

the strong robustness of the proposed method, and there was

no need to retrain the policy for the change of the physical

properties of the experimental object.

V. CONCLUSION

In order to solve the gap between simulation and reality,

specifically dynamics field, we propose two-policy cooperative

transfer, which is different from the previous other methods

around single policy transfer. The basic intention of the

proposed method is that the task policy is responsible for the

acquisition of task skills and the gap policy is used to assist

the former to cover reality gap, with cooperation of the two

policies to achieve strong robust transfer. Consider that the

setting of the learning objective of gap policy depends on the

transfer situation of task policy, it embodies the characteristics

of single policy pre-transfer. This method provides a new

way of thinking for alleviating sim-to-real gap. The adaptive

object pushing experiment based on UR3 robot verifies the

effectiveness of the proposed method. In the future, we will

research how to apply this method to more complex tasks and

higher dimensional robots.
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AbstractÐThe significantly increasing number of vehicles
brings convenience to daily life while also introducing significant
challenges to the transportation network and air pollution. It
has been proved that platooning/clustering-based driving can
significantly reduce road congestion and exhaust emissions and
improve road capacity and energy efficiency. This paper aims to
improve the stability of vehicle clustering to enhance the lifetime
of cooperative driving. Specifically, we use a Graph Neural
Network (GNN) model to learn effective node representations,
which can help aggregate vehicles with similar patterns into
stable clusters. To the best of our knowledge, this is the first
generalized learnable GNN-based model for vehicular ad hoc
network clustering. In addition, our centralized approach makes
full use of the ubiquitous presence of the base stations and edge
clouds. It is noted that a base station has a vantage view of
the vehicle distribution within the coverage area as compared to
distributed clustering approaches. Specifically, eNodeB-assisted
clustering can greatly reduce the control message overhead
during the cluster formation and offload to eNodeB the complex
computations required for machine learning algorithms. We
evaluated the performance of the proposed clustering algorithms
on the open-source highD dataset. The experiment results demon-
strate that the average cluster lifetime and cluster efficiency of
our GNN-based clustering algorithm outperforms state-of-the-art
baselines.

Index TermsÐvehicular ad hoc network (VANET), graph neu-
ral networks (GNNs), clustering algorithm, stability, cooperative
driving

I. INTRODUCTION

With the rapid development of the Automobile Industry

and Urbanization, there are more and more vehicles on the

roads. It is well-established that more than one billion ve-

hicles have been registered globally, expected to grow in the

following decades. Consequently, the problems associated with

the increased number of vehicles have become more severe,

including traffic congestion, traffic accidents, energy waste,

and air pollution. In the United States, traffic congestion costs

drivers more than $100 billion annually due to wasted fuel and

lost time [1]. In addition, exhaust emissions caused by traffic

congestion are considered a key contributor to air pollution

and a major haze component in many cities. For instance, the

most significant source of greenhouse gases in the USA comes

from the transportation sector, which accounts for 29% of total

greenhouse gas emissions [2].

While the construction of roads can increase traffic capacity

and reduce traffic congestion to some extent, it is unsustainable

due to the enormous construction costs and limited land

availability, especially in urban areas. An effective way to

solve these problems is to change the driving pattern from

individual driving to platoon driving [3] [4]. In general, a

platoon-based driving pattern is a cooperative driving pattern

of a group of vehicles with common interests, where one

vehicle follows another and keeps a small and almost constant

distance from the preceding vehicle to form a platoon.

The cooperative platoon-based driving pattern can signifi-

cantly enhance road capacity, safety, energy efficiency, and col-

laborative environment. However, establishing and maintaining

stable clusters or platoons in Connected Vehicles Networks

are challenging because of the heterogeneous and drastically

changing traffic scenarios. Moreover, in order to maintain

multicast group communication in cooperative platoon-based

driving among cluster members (CMs), the stable clustering

algorithm is crucial. As all future vehicles can access base

stations (BS or eNodeB), more efficient clustering is possible

but yet to be prevalent with the help of cellular infrastructure,

i.e., BS.

Most vehicular clustering algorithms have taken a dis-

tributed approach based on Dedicated Short-Range Communi-

cations (DSRC) without infrastructure support. Thus, they rely

mainly on periodic HELLO messages exchanged among vehi-

cles. Moreover, the most vital part of the clustering algorithm

is Cluster Head (CH) selection [5] [6] [7], which is essential

for the stability of the cluster lifetime and the control message

overhead involved in forming and maintaining these clusters.

Weight-based algorithms are widely used for CH selection [8]

[9]. Each vehicle calculates a metric according to messages

received from its neighbors. The metric represents the fitness

to serve as a CH and broadcast to each vehicle’s neighbors.

The vehicle with the highest metric weight will act as a CH

among nearby vehicles. The metric can generally be related to

network metrics, such as degree of connectivity, link stability,

and density, and mobility metrics, such as position, velocity,

acceleration, and destination.

This distributed clustering strategy tends to increase the

control message overhead compared with centralized strategy.

Additionally, the weight-based algorithm of CH selection

needs to manually adjust the combination of hyper-parameters

among multiple metrics. Last but not least, existing vehicular

clustering algorithms are not intelligent and learnable to adapt

to different traffic scenarios. As a result, they are not easy to

satisfy the requirement of the evolving Intelligent Transporta-

tion System (ITS).

In this paper, we propose to use Graph Neural Network

(GNN) [10] [11], which fits naturally to solve clustering type

of graph problem. To the best of our knowledge, applying

GNN to solve the clustering problem in Vehicular Ad hoc

Network (VANET) is the very first attempt. GNN uses both

feature and graph information and usually achieves better

performance than methods leveraging single feature or graph

structure such as k-means [17] or Spectral Clustering [12].

Our proposed algorithm is a centralized approach and off-

loads the computation of GNN to BS instead of executing it at

individual vehicles, alleviating the computational burden from

vehicular nodes. We note that a base station has a vantage view
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of the vehicle distribution within the coverage area compared

to distributed approaches. Specifically, eNodeB-assisted clus-

tering can greatly reduce the control message overhead during

cluster formation. In practice, a trained GNN model located at

BS or edge cloud utilizes the collected vehicle information to

perform clustering and informs CHs to formulate cooperative

driving patterns to improve traffic efficiency. Fig. 1 illustrates

the framework of vehicular network clustering.

Fig. 1. Architecture of Vehicular Network Clustering.

II. RELATED WORKS

Clustering is introduced to improve routing scalability and

reliability and enhance the stability of the collaborative envi-

ronment by exploiting the formation of hierarchical network

structures. By grouping vehicles together in the consideration

of correlated spatial distribution and relative velocity, these

cluster groups can serve as the foundation for accident or

congestion detection, information dissemination, and entertain-

ment in the applications of ITS.

A. Distributed Clustering Approaches

The earliest VANET clustering methods are derived from

Mobile Ad hoc Network (MANET) clustering approaches to

facilitate the distribution of network resources. A majority

of them have taken a distributed approach based on DSRC

without infrastructure support. Many existing VANET clus-

tering algorithms focus on optimally selecting CHs because

the stability of a cluster depends primarily on the selection

of the CH. Weight-based metrics are the key to the most

clustering strategies: position [13], speed [14], destination

[15], and multiple metrics [16]. Most conventional distributed

approaches still incur high communication overhead and prove

inefficient in a highly dense and dynamic environment.

B. Machine Learning based Clustering Approaches

Clustering algorithms began adopting machine learning to

overcome the required complex computation in distributed

clustering. K-means algorithm [17] is the most frequently used

machine learning algorithm in VANET. Some k-means variant

algorithms [18] are proposed to enhance initial centroid selec-

tion to boost performance. Often, the fuzzy logic inference

is integrated with a machine learning algorithm to enhance

the stability of a cluster [19] by predicting the future speed

and the positions of CMs. Nevertheless, the design of fuzzy

rules needs much domain knowledge, and fuzzy logic does not

have the learning ability as is well-known. Some researchers

recently proposed using Spectral Clustering, which is related

to Eigenvalue Decomposition (EVD) on the normalized graph

Laplacian matrix, to enhance clustering stability in VANET

[20].

C. GNN based Clustering Approaches

Recently, research on analyzing graphs with machine learn-

ing has been receiving more attention because of the great

expressive power of graph data, which contains rich relation

information among elements. Hence, GNNs have been pro-

posed to solve the non-Euclidean domain problem. In GNNs,

node clustering divides the nodes into several disjoint groups

where similar nodes should be in the same group. [21] has

applied graph autoencoder (GAE) to node clustering (citation

network) by an unsupervised learning framework. Even though

GNNs have many applications across different tasks and

domains, applying GNN to solve the clustering problem in

VANET is the very first attempt.

In this paper, our goal is to enhance the vehicle system’s

stability and optimize the average lifetime of all clusters. The

problem of clustering is innovatively transformed into aggre-

gating vehicles with similar node representations (embeddings)

in the same cluster as learned by the GNN model. Specifically,

a partitioning method optimally divides the vehicle nodes into

groups with a minimum intra-cluster dissimilarity. Our pro-

posed algorithm coincides with the goal of VANET clustering,

which is to encourage vehicles with similar motion patterns,

such as similar position, velocity, acceleration, etc., to form a

cluster.

III. GNN-BASED CLUSTERING IN VANET

In this section, we demonstrate how to develop a GNN-

based clustering scheme that collects vehicle feature as its

input and node representation as its output.

A. Graph Construction

The interconnections among vehicles driving on the road

can be formulated as an undirected homogeneous dynamic

graph. To this end, we propose to use GNN, which fits

naturally to solve clustering type of graph problem and uses

both feature and graph information. We use the raw vehicle

feature as the node feature of the graph. A vehicle feature of

vehicle node vi at time t is xi(t) = {si,pi,ai, li, wi}, where

si is the speed, pi is the position, ai is the acceleration, li and

wi are the length and width of vehicle vi. In the following,

we use the subscript i to denote vehicle node vi.
The vehicle interconnection metric is designed to weigh the

similarity between the movement patterns of two vehicles. In

our model, the vehicle interconnection metric is calculated

by the improved force-directed algorithm designed based on

virtual forces [22], which is inspired by Coulomb’s Law

to select CH and create stable clusters. The force-directed

algorithm assigns the forces on the edges in the VANET

graph. Note that the force also represents the weight between

any two connecting vehicle nodes. The most straightforward

way is to assign force as if the edges were springs and the

nodes were electrically charged particles. The entire network

is modeled as a physical system. The forces are applied to

the vehicle nodes, pulling them closer together or pushing

them further away. Every vehicle node exerts a force F on

its neighbors according to their distance and relative velocities.

Fig. 2 shows the neighbored vehicle nodes apply relative forces

to the vehicle vi.
A positive force between two nodes indicates that the pair of

nodes are moving in the same direction. In contrast, a negative

force between two nodes means that the vehicles are moving in

opposite directions. In our model, the relative force is always

positive since we only consider the vehicles are moving in the
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Fig. 2. Neighbored forces applied to vehicle vi.

same direction, which facilitates the stability of VANET. The

greater the positive forces among nodes are, the more similar

the moving pattern is.

Here we explain how to calculate the pairwise relative force

Fij for every neighbor applied. Naturally, the relative force is

decomposed along the x-axis and the y-axis. We can obtain

relative force Fij according to equations defined as:

Fijx = kijx
qiqj
D2

ij

;Fijy = kijy
qiqj
D2

ij

(1)

Dijx(t) = xi − xj ;Dijx(t+ dt) = xi + dxi − xj − dxj (2)

Dijy(t) = yi − yj ;Dijy(t+ dt) = yi + dyi − yj − dyj (3)

kijx =
1

1 + |Dijx(t+ dt)−Dijx(t)|dt
(4)

kijy =
1

1 + |Dijy(t+ dt)−Dijy(t)|dt
(5)

qi = qj =

{

R−Dijx(t), if Dijx(t) ≤ Dijx(t+ dt)

R+Dijx(t), if Dijx(t) > Dijx(t+ dt)
(6)

||F ij ||2 =
√

F 2

ijx + F 2

ijy (7)

Where Fijx and Fijy are the relative forces along the x-

axis and y-axis. kijx and kijy are the relative mobility pa-

rameters along the x-axis and y-axis, respectively. qi and

qj represent relative maintenance parameters indicating that

how far they are beyond communication distance. Dij is the

current distance among the nodes. Dijx(t) and Dijy(t) are

the distance between two nodes along the x-axis and y-axis at

time t. Similarly,Dijx(t+dt) and Dijy(t+dt) are the distance

between two nodes along the x-axis and y-axis at time t+dt.
xi and yi represent the x-axis and y-axis position of node vi.
dxi and dyi are the position increment in time dt on the x-axis

and y-axis of node vi. R is the transmission range. This force

Fijwill be used as weight to propagate information in Eq. (8).

B. Design of GNN Clustering Algorithm

Having obtained a customized graph dataset in the last

section, we present our GNN-based clustering algorithm here.

In general, our GNN model comprises four layers, including

an input layer, two SAGE (SAmple and aggreGatE) Convolu-

tional layers (SAGEConv), and an output layer. The dimension

of the input layer is the vehicle feature, and the output

dimension is predefined (e.g., 4 in our experiment). The core

layer of our GNN is inductive SAGE Convolutional layers.

SAGEConv layer is derived from graphSAGE [23], a gen-

eral inductive framework that leverages node feature infor-

mation to generate node embeddings for each node efficiently.

This inductive capability can generalize to operate on evolving

graphs and unseen nodes. Specifically, the SAGEConv layer

generates node embeddings by aggregating information from

their local neighbors. The detailed visual illustration of the

SAGEConv layer is shown in Fig. 3 The aggregation of

SAGEConv is formulated as:

hk
i = σ

(

W k ·
1

|Ni|

∑

j∈Ni

(hk−1

j · Fij)
)

(8)

Where hk
i is the embedding of node vi in the kth layer. Ni is

the neighborhood set connected to node vi. W
k is the learnable

weight parameters of fully connected layer k. Fij is the weight

to aggregate message. σ(·) is the activation function ReLU.

The number of GNN layers, namely search depth, is also

the number of neighbors of hops aggregated information by

the target node. In a k-layer GNN, nodes are able to collect

information from the neighbors of the k-hops.

Fig. 3. Visual illustration of the SAGEConv layer.

On the other hand, early node embedding approaches are

inherently transductive and directly optimize the embedding

for each node using matrix-factorization-based objectives [25].

Consequently, they do not naturally generalize to unseen data

since they predict nodes in a single, fixed graph. Combined

with our application, the characteristic of the SAGEConv

satisfies the dynamic traffic scenario. Our proposed GNN-

based clustering algorithm is shown in Algorithm 1, where

JG(zi) is the objective function discussed in section III part

C. Due to the deeper layers (2nd loop), this process is iterative,

and the nodes gradually acquire more and more information

from further away from the graph. We use 2 SAGEConv layers

(i.e., search depth K = 2). There are several choices of ag-

gregator architectures, such as Mean aggregator, Long Short-

Term Memory (LSTM) aggregator, and Pooling aggregator.

Here we choose Mean aggregator, which is a simple but with

significant gain in performance to compute the embedding.

The output is a low-dimensional vector embedding of the

nodes. It already proves to be extremely useful for feature input

for various downstream tasks such as classification, prediction,

and clustering.

C. Model Training

To learn effective and useful representations in a completely

unsupervised learning fashion, a graph-based loss function

JG(zi) is applied to the output representations zi, and the

weight matrices W k is tuned via backward propagation. This

loss function is defined as:

JG(zi) = −
∑

i,j∈V

(yij log(ŷij) + (1− yij) log(1− ŷij)) (9)

ŷij = σ(zTj zi), (10)

where j is a node vj which is within the transmission range

to node vi. ŷij denotes the probability of an edge with logits

between the node i and j.

Specifically, we sample the edges in a graph as positive

examples and non-existent edges (i.e., node pairs with no
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edges between them) as negative examples. Positive and

negative examples have the same number. Then, the positive

and negative examples form positive and negative graphs,

respectively. Along with the forward propagation, we can

calculate node representations via the GNN model and apply

them to the positive and the negative graphs for computing

pairwise probability among nodes. We can calculate the loss

and update model parameters via stochastic gradient descent

along with the backward propagation.

Algorithm 1: GNN-based Clustering Algorithm

Input : Graph G(V,E), edge weight Fij

Vehicle feature xi, ∀i ∈ V
Search depth k, ∀k ∈ {1, ...,K}
Weight matrices W k

Neighborhood set Ni

Number of iterations T
Graph-based loss function JG

Output: Clustering assignments

1 h0

i ← xi;

2 for t = 1 to T do

3 for k = 1 to K do

4 for i ∈ V do

5 hk
i ← σ

(

W k · 1

|Ni|

∑

j∈Ni

(hk−1

j · Fij)
)

;

6 zki ← hk
i /||h

k
i ||2;

7 end

8 end

9 Calculate JG(zi) and update via stochastic gradient

descent
10 end

11 Run k-means on output embeddings zi to obtain final

clustering results

IV. PERFORMANCE EVALUATION

In this experimental section, we first introduce the bench-

mark datasets and experimental parameter settings used in

the experiments. After that, we evaluate the training of the

proposed GNN model to validate that our model can learn

useful and effective node representations. In addition, we show

the baseline algorithms used in the results. Finally, we evaluate

the metric performance used for VANET clustering between

our algorithm and the baseline algorithms.

We implement our simulation platform in Python framework

with PyTorch [26] and Deep Graph Library (DGL), which

is a Python package built for easy implementation of graph

neural network model family [24]. In addition, we conduct

the following experiments on a computer with a 2.21GHz Intel

Core i7-8750H CPU, 16GB Memory. Our proposed scheme is

used for highway scenarios. Furthermore, the traffic model and

the evaluations are based on real traffic data.

A. Datasets and Parameter Settings

1) Datasets: We construct a customized graph dataset for

model training on the open-source highD dataset [27]. The

highD dataset is new naturalistic vehicle trajectory recordings

on German highways. A camera-equipped drone recorded the

traffic with a 25fps frame rate at six different locations, and it

covered a road segment of about 420 m length. The locations

vary by the number of lanes, speed limits, and traffic density.

Using state-of-the-art computer vision algorithms for semantic

segmentation, the authors have estimated every pixel of each

frame, whether it belongs to a vehicle or the background.

The positioning error is typically less than ten centimeters.

It is convenient to obtain traffic information, including vehicle

trajectory, vehicle type, size, and maneuvers. We extract vehi-

cle feature xi including speed si, position pi acceleration ai,

length li and width wi of vehicles and standardize features by

removing the mean and scaling to unit variance.

We choose sequence 13 recording to build the graph dataset,

which involves the largest number of vehicles, since machine

learning algorithms generally have a distinct advantage when

dealing with a large amount of data. With the graph construc-

tion algorithm in section III part A, we generated 1000 training

graphs and 210 testing graphs where we only consider cars

instead of trucks since cars and trucks might have different

driving patterns. For simplicity, we consider the same type of

cars. The graph construction of data frame 32 is shown in

Fig. 4. The green triangle stands for the vehicles. The brown

dashed lines represent the edges among the vehicles. The blue

dashed lines indicate lanes.

Fig. 4. Visual illustration of Graph Construction.

2) Parameter Settings: The dimension of the input layer

is 8 (i.e., vehicle feature dimension). We set the dimension

of the hidden layer and output layer to low-dimensional as 4.

The maximum epoch for training is 400. To avoid overfitting,

we apply early stopping. If the number of times that the

validation loss is greater than the minimum loss exceeds a

threshold (e.g., 150 in our experiment), the training will stop.

We randomly sample the edges on each graph to form the

training and validation sets. The edge ratio in the training

set to the validation set is 9 to 1. We select ADAM with a

learning rate of 0.003 as the optimization strategy. In addition,

for reproducibility, we set a random seed (42069).

B. Model Training and Clustering Results

In order to evaluate the performance of node representations

of our GNN model, we employ three metrics: Binary Cross

Entropy Loss, Accuracy, and Area Under Curve (AUC). Binary

Cross Entropy Loss is the objective function (i.e., Eq. (9)).

AUC stands for the area under Receiver Operating Charac-

teristic (ROC) curve, and the higher value indicates better

performance. Accuracy is the ratio of the correctly classified

elements to the total number of elements.

Accuracy =
TP + TN

TP + TN + FP + FN
, (11)

where TP , TN , FP and FN are true positive, true negative,

false positive and false negative, respectively.
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After 1.5 hours of computation, the training of our GNN

model is completed. The results show that the training and

validation losses are 0.041 and 0.084, respectively. The train-

ing and validation accuracy are 0.986 and 0.969, respectively.

In addition, the loss and accuracy on the testing graphs are

0.063 and 0.978, respectively. Here validation set is used

to check the model convergence during training and avoid

overfitting. Moreover, the testing set is applied to evaluate

model generalization capability, and the AUC on testing graphs

gets a good score of 0.998. Thus, we conclude that our GNN

model can learn useful and predictive node representations.

The training loss and accuracy are shown in Fig. 5. We have

obtained a trained GNN model that can be used to learn useful

node representations. Furthermore, we apply the trained GNN

model on a graph and then obtain the clustering results by

using k-means on node representations of the graph.

Fig. 5. Loss and accuracy curve during training.

In order to see the clustering results, we refer to [18] to

select the number of clusters:

n =

⌈

L

2R

⌉

, (12)

where L denotes the length of the road. R denotes the

transmission radius of the vehicle. The length of the road

segment L is about 420 m, and the transmission range R is

defined as 100 m. Therefore, the number of clusters is n = 3.

The clustering result on testing data frame 66 is shown in

Fig. 6. The colored triangles represent the 3 clusters formed

by our proposed clustering algorithm. The red dashed circles

mark the CHs.

C. Baseline Algorithms

We used the following clustering methods as the baseline

algorithms in our comparisons.
1) Method using features only: k-means is traditional clus-

tering algorithms [17]. Here we run k-means on our original

vehicle feature as a benchmark.

Fig. 6. GNN-based clustering results.

2) Method using graph structure only: Spectral Clustering

[20] uses the adjacency matrix as the input similarity matrix

to perform dimensionality reduction before clustering and is

widely used in graph clustering.
3) Method using both features and graph: We also compare

our proposed algorithm with the Graph Autoencoder (GAE)

based clustering algorithm [21], which is an unsupervised

learning network embeddings by encoding nodes/graphs into

a latent vector space and reconstructing graph data from the

encoded information. Since GAE is a matrix-factorization-

based method, it can only be used for fixed graphs. Thus,

we trained every graph before evaluating them.

D. VANET Performance Evaluation and Results

We evaluate the clustering performance in VANET based on

the highD dataset by our GNN-based algorithm and baseline

algorithms. Since the highD dataset covers a road segment, we

can only obtain a limited period of tracking time and distance.

The coverage of the road segment is about 420 m length. Each

vehicle is visible for a median duration of 13.6 s.
We run our algorithm on 210 testing graphs. Then, we take

each testing graph as the initial frame and track each initial

frame. We read the data frames backward until all vehicles on

the initial frame disappear in the road segment. In this finite

process, we record the number of vehicles out of the trans-

mission range of corresponding CHs and leaving the initial

clusters. In the whole process, we tracked 67,119 frames, and

it involved 4558 vehicles. The number of vehicles breaking the

initial clusters is shown in Fig. 7. In the above and following

process, we both run ten times to eliminate randomness and

then calculate the mean and standard deviation. The results

show that our algorithm corresponds to the minimum number

of vehicles breaking the initial clusters.

Fig. 7. Number of vehicles breaking the initial clusters.

On this basis, we evaluate the average cluster lifetime on

the testing graphs, which indicates the time span that the CMs

keep unchanged. If a cluster whose CMs remain unchanged

during our whole trace on the highD dataset, its average cluster

lifetime is this whole trace time. As shown in Fig. 8, the

average cluster lifetimes are 11.039±0.038 s, 11.231±0.099

s, 11.837±0.110 s, 12.069±0.037 s with confidence 95% for

k-means, Spectral Clustering, GAE, and our GNN. Clearly,

the longer the average cluster lifetime is, the more stable

the cluster is. Compared with baseline algorithms, our GNN-

based clustering algorithm has the longest average cluster
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lifetime, reaching 12 s, which is very close to the median

duration of 13.6 s. Furthermore, methods using both features

and graph structure, i.e., GAE and our GNN, are more stable

than methods using either features or graph structure only.

Fig. 8. Average cluster lifetime.

We also performed a quantitative analysis of coverage

percentage (CP). In this paper, the CP is defined as:

CP =
N −NIso

N
, (13)

where NIso is the number of isolated vehicles which do not

belong to any cluster. As shown in Fig. 9, the coverage percent-

age of four algorithms are 86.062±0.455%, 98.383±0.173%,

97.734±0.517%, 98.927±0.111% with confidence 95%, re-

spectively. The results indicate our GNN-based algorithm’s

cluster efficiency outperforms baselines.

Fig. 9. Coverage percentage.

V. CONCLUSION

In this paper, our research aimed to establish and main-

tain stable clusters for cooperative driving in VANET. Based

on quantitative and qualitative analysis on the open-source

highD traffic dataset, it can be concluded that our GNN-based

clustering algorithm using both features and graph structure

outperforms the baseline algorithms. Moreover, this is the

very first attempt to solve the VANET clustering problem by

applying GNN. Our intelligent and learnable GNN model gives

the possibility to adapt to different traffic scenarios.

As future works, we plan to study other traffic scenarios

like urban environment and Simulation of Urban MObility

(SUMO) for long-term performance since the highD dataset

is limited in total tracking time.
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Abstract—In parallel channels, it is well known that the
waterfilling is optimal power allocation that maximizes the
sum achievable rate. However, the waterfilling requires iterative
calculations, so may not be suitable especially when the number
of total channels is very large or the delay constraint is very tight.
In this paper, we propose machine learning-based power loading
to reduce the computational complexity of power allocation
in massive Gaussian parallel channels, which emulates on-off
power allocation, where some of the channels equally share total
transmit power. Our proposed scheme adopts a deep neural
network structure that takes channel gains with total transmit
power and returns an on-off power allocation strategy. The
numerical results show that our proposed scheme achieves almost
the same performance with the on-off power allocation with
reduced complexity.

Index Terms—Machine learning (ML), waterfilling, on-off
power allocation, parallel channels, deep neural network (DNN).

I. INTRODUCTION

With the development of machine learning technology, there

have been many attempts to use machine learning for wireless

communications. Machine learning can be applied for many

purposes; one purpose is to solve difficult problems such

as joint optimization, and another purpose is to reduce the

computational complexity when the optimal solution can be

found, but its complexity is prohibitive. One popular machine

learning technology is deep neural network (DNN), which

accelerated the development of machine learning in many

research areas [1].

In parallel channels, it is well known that the optimal

power allocation is waterfilling. However, the waterfilling

iteratively finds optimal powers, so may not be suitable when

the number of total subchannels is very large or the delay

constraint is very tight. One suboptimal power allocation with

reduced complexity is on-off power configuration [2], where

some of channels (“on” channels) equally share total power

budget, while the others (“off” channels) are turned off. Also,

the authors of [3] proposed multi-level power loading that

generalizes on-off power configuration. However, these power

allocation schemes still requires high complexity when the

number of total channels are very large. The authors of [4]

proposed the waterfilling with reduced complexity, where the

This work was supported by the National Research Foundation of
Korea(NRF) grant funded by the Korea government(MSIT) (No. NRF-
2021R1H1A1010858) and by Hankuk University of Foreign Studies Research
Fund of 2021.
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Fig. 1. System model.

waterfilling is over the subchannel groups, and subchannels in

the same group use the equal power.

In this paper, we propose machine learning-based power

loading to reduce the computational complexity of power

allocation in massive Gaussian parallel channels. Our proposed

scheme adopts a deep neural network (DNN) and emulates

on-off power allocation. Thus, once trained in offline, our

proposed scheme (with the DNN structure) can find power

loading sequences after finite clocks. We evaluate our proposed

scheme and show that our proposed scheme achieves almost

the same performance with the on-off power allocation with

reduced complexity.

II. PROBLEM FORMULATION

A. System Model

Our system model is illustrated in Fig.1. We consider

a K-parallel Gaussian channel when the number of total

subchannels (i.e., K) is very large. The received signal at the

kth subchannel is modeled by

yk = hk

√
pksk + nk, k ∈ {1, ...,K}, (1)

where hk ∈ C
1×1 is the channel at the kth subchannel,

which is a circularly symmetric complex Gaussian random

variables with zero mean and unit variance,i.e.,hk ∼ CN (0, 1).
In this paper, without loss of generality, we assume that the

subchannel gains are sorted in descending order such that

|h1|2 ≥ ... ≥ |hK |2. (2)

The variable sk ∈ C
1×1 is the kth transmit symbol such that

|sk|2 = 1, and pk is the transmit power for the kth symbol.

Also, nk is a complex Gaussian noise with zero mean and

168978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



unit variance, i.e., nk ∼ CN (0, 1). When total transmit power

budget is P , it should be satisfied that

K
∑

k=1

pk = P. (3)

The achievable rate at the kth subchannel is

Rk = log2
(

1 + pk|hk|2
)

, (4)

so the sum achievable rate becomes
∑K

k=1
Rk.

B. Waterfilling power allocation and on-off power configura-

tion

In parallel Gaussian channels, it is well known that the

waterfilling is optimal power allocation for sum rate max-

imization. With the waterfilling, the optimal power for the

subchannel k is given by

p⋆k =

[

1

µ
− 1

|hk|2
]+

, (5)

where µ is a constant satisfying the total power constraint

given in (3).

Although the waterfilling power allocation given in (5)

maximizes the sum achievable rate, the value of µ should

be calculated with an iterative manner, so the computational

complexity becomes huge burden when the number of total

subchannels (i.e., K) is very large or the delay constraint is

very tight.

One suboptimal power allocation is on-off configuration [2],

where only some of subchannels (“on” subchannels) equally

share total power budget, while the others (“off” subchan-

nels) are turned off. In this case, power allocation sequence

(p1, . . . , pK) is one among K power allocation sequences

given by
{

([

P/n
]

n
, [0]K−n

)

∣

∣

∣
n = 1, . . . ,K

}

, (6)

where [m]n denotes the sequence of consecutive ‘m’s repeated

n times. For example, the power allocation ([P ]1, [0]K−1)
indicates the total power allocation to the first subchannel,

i.e., ([P ]1, [0]K−1) = (P, 0, . . . , 0), while ([P/N ]N , [0]0)
indicates equal power allocation over all subchannels, i.e.,

([P/K]K , [0]0) = (P/K, . . . , P/K).
When n(≤ K) subchannels shares total powers, the achiev-

able rate with on-off configuration, the achievable rate is given

by

Ron-off
sum (n) =

n
∑

k=1

log2

(

1 +
P

n
|hk|2

)

. (7)

Thus, for the optimal on-off configuration, the transmitter need

to compare total K power allocation sequences given in (6).

The transmitter first solve the following problem

n⋆ = argmax
n∈{1,...,K}

Ron-off
sum (n), (8)

and then obtain the optimal power allocation sequence as

follows:
([

P/n⋆
]

n⋆
, [0]K−n⋆

)

. (9)
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Fig. 2. Deep neural network (DNN) model for on-off power allocation.

III. PROPOSED MACHINE LEARNING-BASED POWER

LOADING

In this section, we explain our machine learning-based

power loading scheme.

A. Basic idea

As we stated earlier, when waterfilling may not be suitable

when the number of total subchannels is very large or the

delay constraint is very tight. Although the suboptimal on-off

configuration reduces the computational complexity of water-

filling, but still requires high complexity when the number

of total subchannels are very large. Thus, to circumvent this

complexity issue, we consider machine learning-based power

loading that emulates the on-off power allocation (i.e., solves

the problem in (8)). Note that once trained in offline, a DNN

structure can yield a solution after finite clocks.

B. Structure of our proposed machine learning-based power

loading

Fig. 2 shows the structure of our machine learning model.

We consider a deep neural network (DNN) structure that takes

the channel gains of K subchannels (i.e., |h1|2, . . . , |hK |2)

with total power budget (i.e., P ) and returns the optimal

number of turned-on subchannels (i.e., n⋆ in (8)). Thus, our

machine learning structure has K+1 nodes in the input layer

and K nodes in the output layer. Also, we consider L hidden

layers, each of which is comprise of N nodes.

For activation functions, we employ the Rectified linear unit

(ReLU) function and the Softmax function at each hidden node

and each output node, respectively. Also, we consider the cross

entropy for the loss function, which is widely used for weight

correction in machine learning models defined as follows:

e = −
S
∑

i=1

li log2 oi + (1− li) log2(1− oi), (10)

where li is the ith label. Since only one of the s data

labels is the correct answer, only the correct label has the

value of one, and the rest ones have the value of zero. In

(10), oi is the i output data of the i output node. Also,

for optimization, we employ the adaptive momentum (AdaM)

algorithm. Overfitting may occur if the initial learning rate
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Fig. 3. The achievable sum rates of various schemes when K = 32.

is low, so the initial learning rate is set to 0.001. To prevent

overfitting, we employed an early stop method, where training

is stop when the loss value is not decreasing more than

consecutive 20 times.

IV. NUMERICAL RESULTS

In this section, we evaluate our machine learning model.

We assume that there are total 32 subchannels (i.e., K = 32).

Thus, our machine learning model has 33 input nodes at the

input layer and 32 output nodes at the output layer. Also, our

machine learning model has five hidden layers, each of which

has 600 nodes.

For evaluation, we vary the number of data samples when

training our machine learning model. We consider four cases

of (1, 3, 5, 10)× 104 data samples and for each case, 80% of

data samples is used for training and the remaining 20% is

used for validation. Then, we measure the performances of

the machine learning models with the same 5000 test data

samples. As reference schemes, we consider the waterfilling

power allocation, the on-off configuration, equal power allo-

cation, and unicast to the best subchannel (i.e., whole power

to the best subchannel).

Fig. 3 shows the achievable sum rates of various schemes,

while Fig. 4 shows the normalized ones with the waterfilling.

As we can see in Fig. 4, on-off power allocation achieves about

or more than 98% performance compared to the waterfilling.

Also, our proposed machine learning models achieve almost

the same performance with on-off power allocation.

Fig.5 shows how accurate our machine learning models

emulate the on-off power allocation. As we can see, the

accuracy tends to increases as the number of sample data

increases in four cases.

V. CONCLUSION

In this paper, we proposed machine learning-based power

loading to reduce the computational complexity of power

allocation in massive Gaussian parallel channels, where the

waterfilling may not be suitable because the number of total

subchannels is very large or the delay constraint is very

tight. Our proposed scheme emulates on-off power allocation,

0 5 10 15 20 25

Transmit SNR(dB)

0.95

0.955

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

N
o

rm
a

liz
e

d
 S

u
m

 R
a

te

Waterfilling power allocation

On-off power allocation optimal

100000 samples

50000 samples

30000 samples

10000 samples

10
0.982

0.98205

0.9821

Fig. 4. The achievable sum rates of various schemes normalized with the
achievable sum rate of the on-off configuration when K = 32.

0 5 10 15 20 25

Transmit SNR(dB)

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

A
c
c
u

ra
c
y

100000 samples

50000 samples

30000 samples

10000 samples
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where some of subchannels equally share total transmit power.

In numerical results, we showed that our proposed machine

learning structure achieves almost the same performance with

the on-off power allocation with reduced complexity.
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Abstract—In cellular vehicle-to-everything (C-V2X) mode 4
and New Radio V2X (NR-V2X) mode 2 based on local ob-
servations resources are scheduled by the vehicles themselves.
For resource scheduling operation third generation partnership
project (3GPP) defined semi-persistent scheduling (SPS). Vehicles
rely on the sensing information received in sidelink control in-
formation (SCI) over physical sidelink control channel (PSCCH).
Based on the sensing information vehicle select the resources
for its transmission and reserve the resources for its successive
future transmissions. For periodic transmission, SPS works fine
comparatively to aperiodic messages. Because aperiodic messages
compelled the vehicle to select new resources for its transmission
based on the latency associated with the generated packet. In
turn, it results in unutilized resources which were reserved before.
This would also increase resource contention. To overcome this,
we have proposed the enhanced semi-persistent scheduling (e-
SPS) method for resource reservation for aperiodic traffic. The
proposed scheme utilizes the reinforcement learning mechanism
where each vehicle act as an agent. Based on the traffic density
and speed of the vehicle, the size of the sensing window is dynam-
ically adjusted and re-evaluation mechanism is also introduced to
confirm the available resources by performing the sensing again
while selecting the resources. The performance of the proposed
scheme is evaluated in ns-3 and compared with the naı̈ve sensing
mechanism. Results show that the e-SPS scheme outperforms the
others.

Index Terms—C-V2X, NR-V2X, Vehicular Communications,
Aperiodic traffic, Semi-Persistent Scheduling (SPS), Cooperative
Awareness Messages (CAMs)

I. INTRODUCTION

The next-generation safety and management applications in

vehicular environments are enabled by Long Term Evolution-

Vehicle to Everything (LTE-V2X) communications. The

awareness range of the autonomous and connected vehicle is

extended in LTE-V2X utilizing the information received from

neighboring vehicles, the infrastructure, and other users in the

vicinity [1]. The 802.11p protocol is replaced by the Cellular-

V2X (C-V2X) to enable enhanced applications owing to its

scalability and flexibility. The C-V2X, proposed in Release

14 by the 3rd generation partnership project (3GPP), includes

two transmission modes for direct communication, i.e., mode

3 over the Uu interface and mode 4 over the PC5 interface.

In mode 3, the resources are allocated by the eNodeB (eNB)

under its coverage region whereas, in mode 4, the vehicles

autonomously reserve the resources in out of coverage regions

[2], [3]. To evaluate the performance of C-V2X mode 4 in

the worst-case scenario, [4] presents an open-source simulator

based on the network simulator ns-3.

These standardization efforts were continued by 3GPP for

V2X communications in Release 16 and 17 towards new radio

(NR) access. NR-V2X holds several enhancements to enable

a wide range of V2X applications in order to increase the data

rate, minimize the latency, and enhance the spectral efficiency

of V2X communications [5]. Similar to C-V2X, NR-V2X

includes two transmission modes: mode 1 (centralized) and

mode 2 (decentralized). In mode 1, the resources are scheduled

by the enB when the vehicles are within the coverage region,

whereas, in mode 2, the vehicles carry out the resource

reservation by themselves using semi-persistence scheduling

(SPS) algorithm in out of coverage region. The sensing-based

SPS or SB-SPS assumes the exchange of periodic messages

on the physical layer. These messages are called cooperative

awareness messages (CAMs) in Europe, defined by the ETSI,

and basic safety messages (BSMs) in the US, defined by

the Society of Automotive Engineers (SAE). Using these

awareness messages, the occupied resources in the last time

interval are estimated and then the future usage of resources

is predicted. Finally, the reservation of identified resources is

carried out using the semi-persistent method for a given period

of time [6]. In addition, although, according to the current

3GPP standard, the awareness messages (CAM and BSM) are

not periodic, and several studies have shown that the interval

between these messages as well as their size has a significant

effect on the performance of medium access control (MAC) in

distributed environments such as CV2X mode 4 or NR-V2X

mode 2 [1].

Machine learning has opened a significant number of ways

to find solutions in all domains. Similarly, in vehicular commu-

nications, the advanced tools of machine learning have been

extremely beneficial in finding optimal solutions. Numerous

studies have been carried out to tackle the problems in V2X

communications using the advanced machine learning tools

and algorithms such as the issues in resource allocation method

in C-V2X mode 4 where vehicles are vulnerable to make self-

ish decisions based on the limited available knowledge leading

to contention in the network or the problem of excessive

signaling overhead in C-V2X mode3 and so on. In this paper,

we propose a solution for the distributed resource scheduling.

The proposed scheme utilizes reinforcement learning and

171978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



revaluation mechanism (also a potential technique drafted in

3GPP Rel.17 meetings) to reduce the resource contention in

NR-V2X mode 2.

In the remainder of this paper section II presents the naive

SPS method. Section III and section IV present the European

Telecommunication Standard Institute (ETSI) standards related

to CAM generation process and impact of aperiodic traffic

generation on resource reservations respectively. Section V

introduces the enhanced semi-persistent scheduling (e-SPS)

that is proposed to address resource contention in NR-V2X.

Performance results are evaluated in in Section VI. Finally the

conclusion is drawn in section VII.

II. SEMI-PERSISTENT SCHEDULING

In this section a short overview of naive schedulling

mechaism in NR-V2X mode 2 and C-V2X mode 4 is dis-

cussed.

In C-V2X mode 4 and NR-V2X mode 2, resources are

scheduled by the vehicles using SPS. Based on SPS sens-

ing vehicle user equipment (V-UE) reserved the number of

subchannels for periodic and aperiodic transmission. In C-

V2X vehicles sense for 1 sec, which is beneficial for periodic

message transmission. Fig. 1. shows the illustration of sensing

based SPS mechanism. The transmit V-UE will sense for 100
ms equivalent to 1000 subframes and then after 1 sec at time

n select the resources in a resource selection window.

From Fig. 1 the lower bound of selection window t1 is in

between (1, 4) and upper bound t2 is in between (20, 100). t1
is defined by V-UE configuration, whereas t2 depends upon the

maximum inter reception time interval of packets. Based on

probability of resource reselection, the resources are scheduled

for the UE. If in a case, all the resources are occupied then

vehicles will defer the channel access or transmit on occupied

resources of low received power.

Sensing Window
1 Sec

Time

Fr
eq
ue
nc
y

subframe subframe

subchannel

Resource 
Selection

Selection Window

RRI

Sidelink 
subchannel

Fig. 1. Semi-Persistent Scheduling based Sensing Mechanism

III. ETSI STANDARD FOR CAM GENERATION

The CAM generation depends on the following conditions

as follows.

• Speed: A change in position by more than 4 m.

• Heading: A change of direction of ≥ +/− 4o

• Change of speed: A change of speed equal to or larger

than 0.5 msec−1.

In general the time of generation between CAM is not fixed

and it varies [7].In particular, the time between CAMs depends

on the mobility of vehicles and the vehicles will generate more

CAMs per second when their acceleration is higher. Moreover,

the size of CAM is also not fixed and it depends on the

intelligent transportation system (ITS) packet datagram unit

header (PDU), basic container, low frequency container and

special vehicle container. Fig. 2 shows the CAM PDU. Basic

container and high frequency containers are mandatory fields

where former includes the position information of the vehicle

and latter includes the velocity information of the vehicle.

However, the size of CAM depends on the optional containers

which include the low frequency container and special ve-

hicle container. Optional containers include the information

regarding the change of lane and to inform any accident to

the neighboring vehicles.

Fig. 2. Cooperative awareness message (CAM) packet format

IV. IMPACT OF APERIODIC MESSAGE GENERATION ON

THE RESOURCE RESERVATION

According to the ETSI standards, the generation of CAMs is

no more periodic that can adversely affect the performance of

resource scheduling in V2X. Since SPS based mechanism re-

lies on the local observations, the vehicles made the announce-

ment of their reserved resources in its SCI over PSCCH. The

SCI includes RRI and RC value. The vehicle that wants to

transmit its packet at time t, makes the reservation for its

successive transmissions at (t+RRI) for RC times as shown

in Fig. 1. The vehicle transmits the RRI and RC information

in its SCI, so the neighboring vehicles get information about

the already reserved resources. However, this might work in

the case of ideally periodic traffic generation, wherein in the

case of aperiodic traffic, this will result in unutilized resources.

The following three cases are discussed which would result in

unutilized resources and adversely affect the performance of

resource scheduling in V2X.

A. Resource reselection due to variation in message size

As shown in Fig. 3, the vehicle has selected the resource for

its packet transmission of bytes N at time t and reserves its

resources for future transmissions at a time (t+RRI). If the

next packet of size N ′ > N is generated at Tgen2 that does

not fit into the already reserved resource at (t+RRI), then the

vehicle should reserve the new resource for its transmission. In

turn, the already reserved resources would result in unutilized

resources.
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Fig. 3. Resource reselection due to Variation in Message Size

B. Resource reselection due to the latency associated with the

generated packet

Similarly, in this case, as shown in Fig. 4, if the next packet

is generated at Tgen2 and the latency associated with the

generated packet is let suppose 100 ms whereas the reserved

resource is at (t+RRI) ≥ 200 ms. The vehicle should reserve

the new resource at time t′ for its transmission which should

meet the latency of the generated packet. This would also

result in unutilized resources which were already reserved at

(t+RRI).
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200 bytesSelection Reselection
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Unutilized 
Resources

Fig. 4. Resource reselection due to latency associated with packet

C. Resource reselection due to time interval between genera-

tions of packets

Likewise, in this case, as shown in Fig. 5, if the next packet

is generated at Tgen2 such that Tgen2 > (t + RRI), this

would also result in unutilized resources at the time (t+RRI).

RRI = 100 ms

Time
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nc
y

Generation of 
200 bytes

Generation of 
200 bytesSelection Reselection

Unutilized 
Resources

Fig. 5. Resource reselection due to variation in Message interval time

In order to address the resource scheduling for the aperiodic

generation of messages, we proposed the e-SPS based scheme

as discussed in Section V.

V. ENHANCED SEMI-PERSISTENT SCHEDULLING (E-SPS)

In C-V2X mode 4, 3GPP defined a fixed sensing window

size of 1 sec also known as Long-term sensing (LTS). The

sensing window with a 1 sec duration includes 1000 subframes

and 1000 slots with subcarrier spacing of 15 kHz. Where,

NR-V2X with subcarrier spacing of 15 kHz, 30 kHz, 60 kHz

includes 1000, 2000 and 4000 slots respectively. However, for

both NR-V2X mode 2 and C-V2X mode 4 SPS is defined by

the 3GPP and the sensing window size of 1 sec is considered.

The current LTS mechanism can add delay in communication,

in order to fulfil the ultra-low latency for future applications

short-term sensing (STS) window is a potential solution pro-

posed by the 3GPP in unlicensed channels. However, in LTS

the sensing results become quickly obsolete due to the highly

dynamic vehicular environment, wherein STS can add delay

and increases resource contention if the vehicles could not find

the available resources in a short duration. To complement the

mode 2 operation of NR-V2X we proposed the enhanced-SPS

(e-SPS) mechanism as explained following.

The sensing window size is adjusted dynamically based

on the machine learning outcome. Deep reinforcement Q-

learning is proposed to predict the sensing window size

between 0.1 second to 1 second i.e., [0.1, 0.2, 0.3, 0.8, . . . , 1]
sec. The subframes that the vehicle needs to observe include

the last [100, 200, 300, 800, . . . , 1000] subframes respectively

corresponding to the sensing window size. Each vehicle act

as an agent, that observes the environment. The state-space

includes the density of the vehicles, the current vehicle speed,

the last 20 temporal sequences of CAM generation intervals.

The state space is shown in equation 1.

St =
{

V, d, [it− 20, it−19, . . . , it−1]
}

(1)

The action space set consists of sensing window size dura-

tion between (0.1, 1) seconds, resource reservation interval

(RRI) between [0 − 99, 100, 200, . . . , 1000] ms, and resource

reselection counter (RC) between (1 − 15). In the proposed

e-SPS mechanism the RC and RRI are selected based on

the vehicle current speed and temporal sequence of CAM

generation intervals. This would assist in scheduling resources

for aperiodic traffic.

The reward is designed based on the packet delivery ratio

(PDR) as the goal is to reduce the resource contention and

fair resource scheduling in V2X that lead to an increased in

overall PDR and improved network performance.

Based on the machine learning outcome the e-SPS mech-

anism is summarized in the following three steps. In step

1, the vehicle observes the last subframes from the sensing

window as selected based on the machine learning outcome.

The vehicle based on the SCI information selects the sidelink

resources for its transmission from the selection window. The

length of the selection window is from [n+T1, n+T2], where

T1 is between (0ms−4ms), n is the time at which the packet
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is generated and T2 depends on the latency of the generated

packet.

In step 2, the vehicle identifies the available resources that

can be selected from the list of available resources (LA). The

list is identified based on the sensing and the information

received by the neighboring vehicles in SCI over PSCCH.

The resources from the list LA will be excluded based on

the following conditions.

• The resources would be excluded if the RSSI received is

higher than the threshold.

• Those resources would also be excluded based on the RRI

received in SCI indicating other vehicles already reserved

those slots for successive transmissions in future.

One more process is added in step 2 which is called a re-

evaluation mechanism. In this process, while identifying the

LA the UE can again execute the sensing mechanism to

make sure that the resources that have been added in the LA

are still available or not. This can also address the resource

scheduling for the aperiodic generation of traffic. The length

of the selection window is set between [(n′ + T ′

1
), (n′ + T ′

2
).

Where n′ is the slot at which the UE again executes the sensing

mechanism and T ′

2
= (n′ − n). T ′

2
shows the time elapsed

since the generation of the initial sensing window at time n.

During the re-evaluation mechanism if the resources that were

identified before if still available the UE will not execute the

step 2. If not then the UE will again execute the step 2 to

identifies the LA and then select the resource as explained in

step 3.

In step 3, a vehicle will select the resources randomly from

the candidate subframe resources list (LC). LC includes the

least RSSI which constitutes 20% of LA. If the 20% target is

not met the RSSI threshold is iteratively increased by 3 dB.

For successive transmissions, the value of the RC depends on

the output of machine learning and semi persistently resources

are scheduled for future transmissions for RC times after each

RRI interval.

VI. SIMULATION RESULTS

A. WINNER+ B1 Channel

The WINNER + B1 channel is considered as used by 3GPP

[8]. The B1 channel model is considered for 5.9 GHz band

and the antenna height set for vehicles is 1.5m. The path loss

model is calculated for non -line of sight (NLOS) and line of

sight model from WINNER+ B1 model [9]. Table I shows the

simulation parameters.

TABLE I
SIMULATION PARAMETERS

Vehicular Speed 20-130 kmh−1

Number of Vehicles (100. . . 300)

T1, T2 4 ms, [100, 200, . . . , 1000] ms

Resource Blocks per Subchannels 10

Channel Model WINNER+ B1

Transmission Power 23 dBm

Antenna Height 1.5 m

B. Simulation

We consider a Manhattan grid scenario of 500x500 m2.

The proposed scheme is evaluated in sparse and dense traffic

conditions. Vehicles that are considered are from 100-to-300 in

numbers. The simulator is built in compliance with the 3GPP

standards defined for C-V2X and NR-V2X. The enhanced

semi-persistent scheduler is implemented to complement C-

V2X mode 4 and NR-V2X mode 2.

Fig. 6, shows the impact of the increase in the number of

vehicles on the PDR. The proposed scheme is compared with

the naı̈ve SPS mechanism. From the Fig. 6, with the increase in

the number of vehicles the PDR degrades. The PDR degrades

because of resource contention. However, the performance is

better in the case of NR-V2X 30 kHz and 60 kHz subcarrier

spacing as compared to C-V2X 15 kHz subcarrier spacing.

This is due to the increase in number of slots as 2000 and 400

in NR-V2X with 30 kHz and 60 kHz subcarrier spacing. The

subcarrier spacing with 30 kHz and 60 kHz can accommodate

more number of vehicles in terms of resource assignment. This

in turn reduces the probability of resource collisions such as by

λ/2000 and λ/4000. In order to improve the reliability and

to reduce the packet dropped ratio the -SPS scheme works

effectively. Because of the re-evaluation mechanism, the e-

SPS outperforms the others in each case. The e-SPS scheme

helps vehicles to identify the available resources and in turn

reduces the resource contention.
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Fig. 6. Impact of number of vehicles

Fig. 7, shows the impact of the number of available sidelink

subchannels on PDR. With the increase in the sidelink sub-

channels, the PDR gets better. This is because the increase in

the number of sidelink channels results in more resources that

vehicles can select for their transmission. From Fig. 7, it is

shown even with less number of available sidelink subchannels

the PDR is better with e-SPS based resource selection as

compared to naı̈ve SPS based scheme.
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VII. CONCLUSIONS

In this paper, we have proposed the e-SPS method to

complement NR-V2X mode 2 in order to schedule resources

for aperiodic CAMs. If the resources are scheduled using the

naive mechanism lead to the unutilized resources because of

aperiodic CAMs. This also increased resource contention and

degrades the overall network performance. The re-evaluation

mechanism introduced in the e-SPS assists in the resource

scheduling for aperiodic traffic. Also, each vehicle is modeled

as an agent, and based on machine learning outcome the size

of the sensing window is dynamically adjusted and the other

parameters of the SPS are adjusted. This reduces resource

contention and assists in conflict-free resource assignment for

aperiodic message transmission. The performance results show

the overall increase in network performance in terms of PDR.
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Abstract—Digital Television (DTV) has a wider bandwidth 

than a radio signal, and the signal power is stronger than Wi-Fi 

or LTE, so it is advantageous in exploiting a Passive Bistatic 

Radar (PBR) signal for drone detection. Most of the PBR 

systems detect a target using a Constant False Alarm Rate 

(CFAR) detector. However, CFAR detection suffers from multi-

clutters, noise, and sidelobes. To overcome the limitation of 

CFAR, we propose a target detector exploiting semantic 

segmentation. The proposed detector is based on U-Net, a model 

for semantic segmentation. Training datasets for the proposed 

detector are generated by synthesized DTV signals. The 

performances of the CFAR and the proposed detector were 

compared using actual drone measurement data. The proposed 

detector detects drones better than the CFAR one while 

reducing the number of false alarms. 

Keywords—DTV, passive bistatic radar, drone, target detector, 

semantic segmentation 

I. INTRODUCTION 

For the past few years, different types of drones have been 
commonly used in many ways because of their excellent 
accessibility and low cost. However, despite using their 
advantages, there are many problems such as invasion of 
privacy and attacks on national facilities, and these cases can 
weaken the security of society and the national defense [1]. 
Therefore, it is essential to build a system for detecting and 
tracking drones. 

Recently, many drone detection technologies using a 
Passive Bistatic Radar (PBR) have been presented. PBR has a 
structure in which a transmitter and a receiver are separated 
from each other, and illuminators of opportunity for PBR are 
broadcasting signals such as Frequency Modulation (FM), 
Digital Television (DTV), Wi-Fi, and so on [2]-[4]. Because 
of the structure, the detection area is more expansive than 
monostatic, and by using a high-power illuminator like DTV, 
it is easier to detect small objects [5]. Besides, since it is not 
necessary to set a transmitter separately, the cost of installation 
is reduced. 

PBR receives a line of sight signal and target reflection 
signal to calculate the Cross Ambiguity Function (CAF) and 
estimates the target’s bistatic distance and Doppler frequency 
from CAF. However, in the received signal, not only the target 
signal but also multi-clutters and noise can appear [3]. 
Moreover, sidelobes may exist in CAF due to signal 
characteristics [6]. Since these factors cause false alarm in 
target detection, it is essential to determine whether the target 
is within the Range Doppler (RD) map, which is the 2D matrix 
with bistatic range axis and Doppler frequency axis. Usually, 
PBR determines targets by applying the Constant False Alarm 
Rate (CFAR) detector to the CAF [7]. 

However, the CFAR detector needs to apply a separate 
algorithm that calculates the threshold value for a particular 
environment, and performance depends on the structure and 
parameters. In this paper, a new strategy for target detection is 
proposed by exploiting semantic segmentation. The proposed 
target detector detects a target by imaging and learning various 
synthetic data of CAF for drone detection. Unlike the CFAR 
detector, which calculates a threshold according to a noise 
figure within a specific range, the proposed method can use 
the more broad values of CAF to detect a target. Learning the 
synthetic data has the advantage of reducing false alarms and 
the accuracy of target detection.  

II. FUNDAMENTALS 

A. Passive Bistatic Radar

Fig. 1 is a simplified structure of PBR. In the signal
reception, there are two channels, the reference channel and 
surveillance channel, and they receive a reference signal and 
target signal, respectively. Commonly, a reference antenna is 
used to obtain a direct path signal from a transmitter. A 
surveillance antenna is used to receive target or multi-clutter 
signals which are delayed signals of the reference signal. 

In this process, mitigating the multi-clutter signals is 
essential because the target signal usually has lower power 
than the other signals. Typically, we can use the Extensive 
Cancellation Algorithm (ECA) to remove the clutters in the 
surveillance signal, making the target results more evident in 
the RD map [8]. 

Fig 1. Sketch of passive bistatic radar 

CAF can be calculated by cross-correlation with a 
reference signal and surveillance signal. Bistatic range and 
Doppler frequency of target can be estimated to find a peak of 
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CAF. Target signal has delay and Doppler frequency shift, so 
when the RD map is drawn, information of target’s bistatic 
range and velocity can be extracted. The CAF equation can be 
derived from time delay � and Doppler frequency ��. The 
equation is represented by 

 

���, ��� � 	 
�����
∗ �� � ������������

�

��
     (1) 

 

where 
��� is result of ECA, and ����� is reference signal.  

 

B. Constant False Alarm Rate Detector 

 The structure of the CFAR detector is shown in Fig 2. The 
CFAR detector consists of a test cell, guard cell, and reference 
cell. It estimates the average power of noise to get the 
threshold value from the surrounding reference cells and 
compares the value with the test cell to determine the presence 
of a target [7]. At this time, the area around the target peak has 
relatively high power, so setting a guard cell can exclude them 
when calculating the average power. The threshold is 
adaptively determined according to the noise measurement 
environment to keep the false alarm probability of the test cell 
constant. Therefore, the type of calculating algorithm can 
affect the performance of detection. In this paper, under the 
assumption of a uniform noise figure, 1-D Cell-Average (CA) 
CFAR detector along the Doppler axis was used in drone 
detection. Equation (2) is the threshold calculated with 
average noise power ��� , number of the reference cell �, 
and false alarm probability ���. 
 

 �� � �������
�! "⁄ � 1�             (2)       

 

C. Proposed U-Net-based detector 

Semantic segmentation is a pixelwise classification 
method that predicts and labels whether an image has a 
specific class for each pixel to sort the objects in the image 
from one another [9]. In this paper, we exploited semantic 
segmentation method to target detection since the RD map 
displayed with single image as a result of CAF. Therefore, the 
most representative U-Net model in semantic segmentation 
was used [10]. The structure of U-Net has an encoding part for 
extracting the features of the input image and a decoding part 
for creating the desired result by using the convolutional 
neural network. The development of the input data coming out 
through the decoder shows probabilities of the classes for each 
pixel, and it is called a score map. Finally, U-Net classify the 
target by setting a threshold on the score map. 

 

III. EXPERIMENT AND RESULT 
 

In this chapter, we will compare the results of applying the 
U-Net-based target detector and CFAR Detector to the actual 
data of the drone detection. About CFAR Detector, there were 
8 guard cells, 16 reference cells. We has tests to find suitable 
false alarm probability in practical drone detection data and 

 
  Fig 2. Simplified structure of 1-D CFAR detector 

 

 
selected as 10�& for superior performance. Less than 10�&, 
the number of false alarm had increased, and in opposite case, 
the CFAR detector couldn’t find the target.  

When it comes to the U-Net-based target detector, we 
collected DTV signals and added a random target signal to the 
collected data to make synthetic training data. A total of 
12,000 pieces of training data were generated through 
simulation with 10 signal-to-noise ratio (SNR) ranging 
uniformly from -44 to -35 dB, and the target positions were 
randomly placed on the RD map. In addition, the number of 
targets was set to be uniformly selected in range of 1 to 3 for 
each training data. We set the maximum value of target peaks 
on the RD map to label of training data. Fig 3. is an example 
pair of training and label data. In the Label, only the peak point 
is the target class, and others are noise. We exploited training 
optimizer of the U-Net-based target detector as Adam 
algorithm, and the first learning rate was 10�& , which 
reduced by 2% every 2 epochs [11]. The batch size was 32, 
and when the 50 epochs were completed, training was 
finished. 

Fig. 4 shows the steering direction of the reference and 
surveillance channels and the path the drone moves. The 
reference channel was steered in the direction of  
Hwangyeongsan, where the DTV transmitting station is 

 

 
     Fig 3. Example of synthetic training data and label 
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located, and the surveillance channel rotates about 90 degrees 
from the reference channel. A 701 MHz DTV signal was used 
to detect the drone, and the receiver was located on the roof of 
the Pusan National University building. The drone flew in 
parallel to the directivity of the surveillance channel for 1 
minute while passing above the receiver.  

 In Fig 5. (a) shows a CAF with drone detection that bistatic 
range is about 90m, and Doppler frequency is about 38Hz, 
from one of the experiment data. It also can be shown that the 
noise and sidelobes are displayed on the RD map. Fig 5 (b) 
and (c) are the results of applying the CFAR detector and the 
trained U-Net-based target detector to Fig. 5 (a), respectively. 
Both the CFAR detector and the U-Net-based detector 
detected the drone well. However, (b) has more false alarms 
than (c). In addition, U-Net based detector’s range resolution 
for target detection is more sensitive than the CFAR detector’s, 
so it can estimate a more accurate bistatic range.  

 

IV. CONCLUSION 
 
 Since the CFAR detector has problems of false alarm 
occurrence and inferior target resolution in the range axis, a 
U-Net-based target detector was proposed in this paper. To 

 

 
   Fig 4. Geometric environment of drone detection experiment 

 

 

 
Fig 5. (a) CAF for drone detection, (b) Detection result via CFAR 

detector, (c) Detection result via proposed detector 

learn the statistical characteristics of DTV-based CAF for the 
proposed detector, synthetic data by adding an arbitrary target 
to the actual data was exploited. In addition, the performance 
of the proposed detector was compared and analyzed with the 
conventional detector using the CFAR algorithm. As a result, 
we can see that the ability to eliminate the false alarm is better 
than that of the CFAR detector while the detection 
performance is not deteriorated. Moreover, the proposed 
detector has a more precise range resolution than the CFAR 
detector for target detection. Therefore, it can be regarded as 
a suitable PBR system target detector in various drone 
measurement environments. 
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Abstract—Machine learning (ML) algorithms are now widely
used to tackle computational problems in diverse domains. In
biomedicine, the rapidly growing amounts of experimental data
increasingly necessitate the use of ML to discern complex data
patterns. However, biomedical data is often considered sensitive,
and the privacy of individuals behind the data is increasingly put
at risk as a result. Traditional methods such as anonymization
and pseudonymization are not always applicable and have limited
effectiveness with respect to risk mitigation. Privacy researchers
are actively developing alternative approaches to privacy pro-
tection, including strategies based on cryptography, such as
homomorphic encryption and secure multiparty computation.
This paper discusses recent advances in biomedical applications
of these privacy techniques. We first review the key privacy
techniques, then provide an overview of their applications in
biomedical machine learning. Finally, we highlight the remaining
challenges of current approaches and suggest directions for future
work.

Index Terms—Privacy-Preserving Machine Learning, Collab-
orative Learning, Federated Learning, Secure Multi-party Com-
putation

I. INTRODUCTION

Machine learning algorithms have revolutionized the way
we solve problems in many domains, including computer vi-
sion, natural language processing, physical simulations, stock
and housing market predictions, and biomedicine [1], [2], [3],
[4], [5]. Since machine learning is driven by data, the quantity
and quality of the data determine the performance of these
algorithms. However, especially in biomedicine, it is often
difficult to gather large amounts of data due to privacy and
intellectual property issues associated with data sharing.

A traditional approach to protecting the privacy of
biomedical data is to apply de-identification techniques [6].
"Anonymization" and "pseudonymization" are the most widely
used methods for de-identification of private data. The possi-
bility of re-identification can be reduced by removing identify-
ing data features (anonymization) or replacing them with a ran-
dom identifier for each subject (pseudonymization). However,
these techniques are limited because they are still vulnerable
to re-identification attacks, e.g. when linked with additional
datasets [7].

Recent advances in cryptographic frameworks to overcome
traditional limitations enabled new approaches to protecting

privacy. In this paper, we present a review of emerging tech-
niques for enhancing privacy in machine learning workflows in
biomedicine based on a survey of recent literature. We discuss
the promises and challenges of these techniques, and conclude
with an outlook on future developments.

II. PRIVACY-PRESERVING COLLABORATIVE MACHINE

LEARNING

Privacy-preserving technologies are primarily used to allow
multiple input parties to collaboratively train ML models
without revealing sensitive data, and it mainly includes tech-
nologies such as differential privacy, homomorphic encryption,
trusted execution environment, and secure multiparty compu-
tation.

A. Differential privacy

Differential privacy (DP) [8] is a theoretical framework for
releasing statistics from a dataset while limiting the leakage
of information associated with each individual by adding
a controlled amount of noise to the released data. Owing
to these advantages, DP is adopted by the US Census Bu-
reau [9] and several major technology organizations, including
Google [10], Apple [11] and Microsoft [12]. These companies
adopted DP to get insight from user behavior without revealing
individual users’ browsing habits. DP is also used in research
dealing with genetic data and clinical data [13], [14]. DP can
be applied not only to the dataset, but also to the parameters
of algorithms or algorithm updates during training [15], [16].
However, there are limitations in that it reduces the accuracy
of the model and makes it ambiguous to define an appropriate
noise level.

B. Homomorphic encryption

Homomorphic encryption (HE) [17] is a cyptographic tech-
nique that allows computations on encrypted data without first
decrypting it. By ensuring that no one can read or modify the
data, HE can keep data safe, even in untrusted environments
such as public clouds or external parties. Owing to this
advantage, HE has numerous applications in genomics and
biomedicine, where data is mainly spread across multiple insti-
tutions. For example, secure logistic regression and secure sta-
tistical tests in genome-wide association studies (GWAS) have
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been proposed using HE [18], [19]. However, since HE mainly
supports only addition and multiplication operations [20], the
major limitation is that it is difficult to develop complex
AI models with non-linear operations such as deep neural
networks (DNNs) using HE. CryptoNets [21], training neural
networks using HE, approximated non-polynomial functions
such as sigmoid and rectified linear units and adopted mean-
pooling layers instead of max-pooling layers. Also, HE is
computationally expensive because it operates with encrypted
data [22].

C. Trusted execution environment

Trusted execution environment (TEE) [23], also known as
secure enclaves, provides hardware-level isolation and memory
encryption on every server or device, which keeps appli-
cation code and the data hidden from end users, creden-
tialed insiders and third parties. For example, Intel Software
Guard Extensions (SGX), ARM TrustZone and AMD Secure
Processor allows the execution of the applications or code
inside the enclaves that claims to be secure. With hardware-
level isolated execution using TEE, secure implementation of
genetic analytics has been applied [24], [25], [26], [27]. The
major challenges for TEE are limited scalability of enclave
memory and the need for additional development using soft-
ware development kits(SDKs) from vendors providing TEE.
Side-channel attacks are also a threat, such as timing attack,
which is based on measuring the time taken to perform
various computations [28]. To overcome these challenges,
recent studies proposed efficient scalable frameworks based
on TEE [29] and software timer manipulation to prevent side-
channel attacks [30].

D. Federated Learning

Federated learning (FL) [31] is a machine learning tech-
nique that trains an algorithm across multiple decentralized
edge devices or servers holding local data samples without
exchanging them. This approach stands in contrast to tradi-
tional centralized machine learning techniques where all the
local datasets are uploaded to one server. In FL, a server
coordinates a network of nodes as demonstrated in Figure 1,
each of which has training data that it cannot or will not share
directly. The nodes each train a model, and they share the
model or the updates of the model with the server. By not
transferring the data itself, federated learning helps to ensure
privacy and minimizes communication costs of sharing data.

Since the final model in FL is aggregated using models
trained with local data, one might think that the model is
biased or the performance is poor, but it can be overcome by
regularization and frequent synchronizations of the models.
Therefore, FL is mainly used for applications using clinical
data as summarized in Table I. Secure implementation for
survival analysis [32] and secure prediction of in-hospital mor-
tality [33] using electrical health records (EHR) was proposed.
Privacy-preserving structure for epileptic seizure detection [34]
and arrhythmia detection [33] using electroencephalography
(EEG) and electrocardiography (ECG) were also studied.

Fig. 1. The architecture of FL framework.

Secure diabetic retinal detection using retinal image [35], and
prostate cancer diagnosis model using MRI data [36] were also
proposed. The challenges in FL is that the data owners have to
perform computations on the device or server that holds data
and the performance is worse than centralized training. So,
performance issues can occur if the data owners have limited
computational capacity or small amount of local data. Since
local data is not encrypted and the private data can be leaked
only by the gradients of the model [37], [38] , privacy is not
fully guaranteed.

E. Secure multiparty computation

Secure multiparty computation (SMPC) [39] is a crypto-
graphic protocol that distributes computations across multiple
parties, where individual parties cannot see the data of others.
In other words, SMPC allows joint analysis of data without
sharing the raw data. The architecture of SMPC is shown
as Figure 2. SMPC protocol utilizes a well-established cryp-
tographic concept called additive secret sharing. Each input
party sends a different secret to each computation nodes.
Each computation node computes the result on the secret
shares from the input parties and shares the results with
other computation nodes. Each computation node computes
the final result by aggregating the results of all nodes. The
SMPC-based privacy-preserving algorithm has been applied
to medical diagnosing pneumonia and hepatitis [40], survival
analysis [41], drug-target interaction using genetic data [42],
[43] and quality control and population stratification for large-
scale GWAS [44]. Although SMPC has a wider range of
available operations than HE and is more efficient than HE
in terms of computational cost, there are limitations in that it
is a highly interactive computation and requires a large amount
of communication between parties. The models implemented
in SMPC are relatively simple compared to FL, as shown
in Table I, because they have bottlenecks in performing
non-linear operations such as ReLU, which are essential for
implementing complex AI models. However, more privacy is
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guaranteed because only unidentifiable secret shares remain
on each node.

Fig. 2. The architecture of SMPC framework.

III. OUTLOOK

In this paper, we investigated use cases applied to biomed-
ical data, focusing on FL, which is flexible in terms of types
of operations when training predictive models while keeping
the data local and private, and SMPC, which encrypts both
data and models as shown in Table I. Since SMPC still
suffers from high overhead of cryptographic operations, it has
been applied to EHR and genomic data, which are relatively
low-dimensional among biomedical data, and implemented
less complex models with fewer parameters compared to
FL. To enhance the feasibility of SMPC, cryptography-side
research has been conducted such as improving the encryption
protocol [45] or using GPUs [46]. On the other hand, there
have been ML-side approaches to reduce these bottlenecks.
It is possible to speed up the runtime while maintaining the
performance by reducing the number of ReLUs [47], [48]
and using learnable scalars instead of the batch normalization
layer [49].

Beyond the aforementioned issues and challenges, there are
a number of practical concerns when applying FL and SMPC
in production. Both technologies require a system design that
considers the heterogeneity of the hardware level because
computations are performed on multiple servers or devices.
Since various environments such as hardware capacity, net-
work connectivity, power, and physical location exist for each
device, asynchronous communication [50] or fault-tolerant
training methods [51] are necessary when applying FL, and
not only semi-honest models but also malicious models [52]
are required when applying SMPC.

Beyond the application of privacy-preserving techniques to
supervised learning using biomedical data, there are many
other problems that can be applied. For example, it can be
applied to clustering for data analysis [53], reinforcement
learning to infer treatment policies for patients [54], generative
learning to impute missing genomic data [55] or to generate
fake data to anonymize healthcare data [56]. Therefore, im-
proving the runtime of these privacy-preserving techniques,

solving the challenges that arise in production, and broadening
the scope of application will be the future direction.

IV. CONCLUSION

With the advances in machine learning, various AI ap-
plications are emerging in biomedicine. However, the more
AI models are trained on private biomedical data, the more
the importance of the privacy and intellectual property issues
increases. Thus, privacy-preserving techniques, such as DP,
HE, TEE, FL and SMPC, are critical to making biomedical
data more available and accessible. Among them, SMPC and
FL were the most accurate methods, followed by HE and DP.
A hybrid approach [57] (e.g., applying both FL and MPC) can
be applied, and speeding up the operation in privacy technique
to achieve a better-performing privacy-preserving model can
be a future work.
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Abstract— There are many attempts to analyze the relationship 

between functional magnetic resonance imaging (fMRI) data and 

text stimuli representation in cognitive neuroscience research. 

Because programming codes are exemplary text stimuli, 

appropriate code representation for neuroscience research has 

been actively studied. In this paper, we focus on representing 

python code for fMRI research through natural language 

processing (NLP) techniques. We collect 7,893 python codes of 23 

question types from a code competition website and build three 

different models based on sequence-to-sequence, bag-of-words, 

and bigram representation. The model is evaluated to classify the 

types of questions. Finally, the model is applied to classify 108 

python codes which were used for a cognitive neuroscience study 

of fMRI. We are looking forward to analyzing fMRI data with 

the proposed code representation for understanding how the 

human brain is active. 

 

 
Keywords— natural language processing, computer code 

representation, sequence-to-sequence, bag-of-words, bigram, 

Functional magnetic resonance imaging, cognitive neuroscience. 

 

I.  INTRODUCTION        

A large amount of data and high-performance hardware 
have accelerated the development of deep learning in various 
research areas. Image and text data are mainly used in deep 
learning research. For instance, image generation [1], super-
resolution [2], missing data imputation [3], and object 
detection [4] research have been actively studied. In the case 
of text data analysis, several NLP models are used to do 
keyword extraction [5], sentimental analysis [6], document 
classification, and summarization [7-8]. 

Recently, deep learning has also been used in cognitive 
neuroscience to find out the relationship between fMRI data 
and stimuli representation, called brain decoding. fMRI can 
measure different brain activity levels in different brain 
regions while people perform diverse cognitive tasks [9-12]. 
We can predict that the highly activated brain region might 
differ when solving logical math problems and reading 
sentences. Some kinds of research suggest methods to match 
fMRI activities with the meanings of stimuli. Stimuli can be 
diverse. It can be pictures, videos, natural language sentences, 
or computer codes. Vodrahalli et al. (2018) collected fMRI 
data from subjects while watching an episode of the BBCs 

Sherlock and mappings between fMRI brain activities and 
natural language representation [13]. Floyd, Santander, & 
Weimer (2017) examined code comprehension. They found 
out that the representation of the program and natural language 
are different [14]. Liu et al. (2020) looked more deeply at 
program structure and logic presentation [15].  

In this paper, we are interested in representing python 
codes that can help analyze how the human brain is active 
while they read python codes. Furthermore, this research 
would be helpful to do brain decoding by investigating the 
relationship between fMRI data and code representation. We 
are inspired by the research done by Ivanova et al., 2020 and 
used the same 108 python code stimuli, which can be obtained 
from https://github.com/ALFA-group/neural-program-
comprehension [16]. 

Our purpose is to train NLP models to represent 108 
python codes. We have simple python codes, which have two 
types of problem (math and string manipulation), and three 
types of problem structure (sequential statements, for loops, 
and if statements). However, 108 data are not enough to train 
models. We downloaded 23 question types of 8305 python 
codes from the code competition website ‘CodeChef’ through 
web crawling to handle this problem. With this data, we 
trained three models. Seq2Seq, BOW, and Bigram model. We 
measured the performance of the models through the 
classification problem, which predicts the question types. 
Seq2Seq test accuracy is 0.64, BOW is 0.68, and Bigram is 
0.71. Considering there are 23 question types, the accuracy 
score is reasonable. After that, we infer those models with 108 
python codes to get representations. At this point, we trained 
logistic regression (LR), support vector classifier (SVC), and 
random forest (RF) to classify the type of the code (Math vs. 
String and Seq vs. For vs. If) using representation which came 
from Seq2Seq, BOW, and Bigram. In the case of math and 
string classification, Seq2Seq has the highest accuracy score in 
LR, SVC, and RF. The accuracy was 0.88, 0.89, and 0.84, 
respectively. For problem structure classification, Seq2Seq has 
the highest accuracy in LR and SVC. The accuracy was 0.58 
and 0.61, respectively. Bigram shows the highest accuracy, 
0.57 in RF. 
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II. METHODS 

A. Data collection through web crawling 

108 python codes are simple, so we collected the most 
uncomplicated codes on the Codechef website. However, it 
was still complicated than the 108 stimuli. Table 1 and Table 2 
show the statistics of the data. On average, CodeChef data is 
twice as long as 108 python codes. The number of tokens, 
loops, and operators is also almost double. Therefore, we 
excluded python codes that have more than 25 lines. As a 
result, we only used 95.02% of the data (7893 codes). 

TABLE I.  STATISTICS OF 108 PYTHON CODES 

Data ( Python 3.6) Total # : 108 

# line Mean : 5.42   Std : 1.79 

# token  Mean : 23.08  Std: 9.18 

#loop(for,while) Mean : 0.33   Std : 0.47 

# operator Mean : 5.37   Std : 2.29 

 

TABLE II.  STATISTICS OF CODECHEF DATA 

Data ( Python 3.6) Total # : 8305 

# line Mean : 12.00   Std : 7.08 

# token Mean : 58.85   Std: 32.50 

#loop(for,while) Mean : 1.63    Std : 1.14 

# operator Mean : 12.03   Std : 8.33 

 

B. Model training and inference 

Figure 1 is a diagram that shows the process of model 
training and inference. First, we did web crawling to collect 
the data from the CodeChef, tokenize python codes and make 
a token dictionary for each model. Then, after training the 
models, we also tokenized the original dataset (108 python 
codes) and use the model to get representations. As a result, 
we could obtain 108 representations as a vector. 

 

 

FIGURE I. A DIAGRAM OF MODEL TRAINING AND INFERENCE PROCESS 

When we do text analysis, the first thing we need to do is 
tokenize. We used the python library to tokenize codes. After 
tokenizing, we replace every numeric value with ‘NUM,’ 
variable with ‘VAR,’ and string with ‘String.’ This is because 
we thought that specific numeric value, variable name, and 
string do not significantly affect extracting code features. 
Figure 2 is an example of how the Python code is tokenized. 
The example code’s problem type is ‘string,’ and the problem 
structure type is an ‘if’ statement. 

 

 

FIGURE II. TOKENIZING PYTHON CODE 

After tokenizing, we made a token dictionary for each 
model. We removed some tokens which frequency is belonged 
to the lower 5%. In addition, unknown token ‘UNK’ was 
added to the token dictionary. The unknown token is used 
when we cannot match tokens in the token dictionary during 
the model inference. For the Seq2Seq model, we added 
‘<sos>’ and ‘<eos>’ tokens. ‘<sos>’ token is a starting token, 
and ‘<eos>’ token is an end token. 

There are three modules in our Seq2Seq model. Encoder, 
Attention, and Decoder. The input is word embedding vectors. 
Before getting word embedding vectors, we matched the 
sequence length in the batch. Every python code has a 
different number of tokens. Thus, we need to set the sequence 
length into the maximum tokens for each program. The codes 
with fewer tokens than the sequence length would be filled 
with padding tokens as they are insufficient. As a result, in the 
Seq2Seq model, ‘UNK,’ ‘<sos>,’ ‘<eos>,’ and padding tokens 
were added. 

 We used bi-directional gated recurrent units (GRUs) in the 
encoder and decoder module. GRUs is a gating mechanism in 
recurrent neural networks (RNNs) and have fewer parameters 
than RNNs due to lack of output gate. The purpose of the 
Attention module is masking. The masking matrix is filled 
with zero if a token is a padding token and filled with one 
otherwise. The multiplication between the encoder’s output 
and the attention mask is the program representation that we 
want. 
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 Bag-of-word (BOW) and Bigram are simple models. For 
the BOW model, it used the frequency of each token. The 
Bigram model is almost similar to BOW, but it uses a 
sequence of two adjacent elements. 

In this section, we showed how do we train the models. 
Next section, we explain how we assessed the models’ 
performance and how well our code representation works for 
classification problems. 

 

III. EXPERIMENTS AND RESULTS 

To evaluate our three models, we made a simple feed-
forward neural network to classify 23 question types. Table 3 
shows the accuracy of the classification problem. 

TABLE III.  THE ACCURACY OF 23 QUESTION TYPES CLASSIFICATION  

Model Dataset # Data Accuracy 

 

BOW 

Train 60% 0.72 

Validation 20% 0.68 

Test 20% 0.68 

 

Bigram 

Train 60% 0.79 

Validation 20% 0.70 

Test 20% 0.71 

 

Seq2Seq 

Train 60% 0.70 

Validation 20% 0.63 

Test 20% 0.64 

 

We split the dataset into a train, validation, and test set 
(60%/20%/20%). The BOW accuracy is 0.68, Bigram is 0.71, 
and Seq2Seq is 0.64. We suspected that the Seq2Seq model 
has the lowest test accuracy because we do not have enough 
data to train the complicated deep learning model. However, 
considering there are 23 question types, the accuracy score is 
reasonable.  

By using those three models, we get 108 python code 
representations. To estimate code representations, we classify 
problem type and problem structure type. There are two types 
of problem (math and string) and three types of problem 
structure (sequence, for, and if). We reduced the 
representation dimension using principal component analysis 
(accounted for about 90%) and then trained LR, SVC, and RF 
for each classification task. Table 4 shows the accuracy of 
math and string classification. As we can see, the Seq2Seq 
representation performs the best. Its accuracy score is 0.88, 
0.89, and 0.84 in LR, SVC, and RF. Bigram accuracy is also 
0.84, which is the same as Seq2Seq. Table 5 shows the 
accuracy of sequential statements, for loops, and if statements 
classification. In this case, Seq2Seq has the highest accuracy 
in both LR and SVC. The accuracy is 0.58 and 0.61, 
respectively. However, Bigram works the best in RF. 

 

 

TABLE IV.  THE ACCURACY OF MATH AND STRING CLASSIFICATION  

 LR SVC RF 

BOW 0.80 0.80 0.82 

Bigram 0.79 0.82 0.84 

Seq2Seq 0.88 0.89 0.84 

TABLE V.  THE ACCURACY OF SEQUENCIAL, FOR AND IF CLASSIFICATION 

 LR SVC RF 

BOW 0.50 0.53 0.55 

Bigram 0.54 0.58 0.57 

Seq2Seq 0.58 0.61 0.55 

 

The random chance for the two-class classification is 0.5, 
and the three-class is 0.33. Compared to this, our highest 
accuracy is 0.89 and 0.61. It means our representation works 
well with the test dataset (108 python codes). 

IV. CONCLUSION 

In this paper, we focused on representing python codes. 
We trained three NLP models. Seq2Seq, BOW, and bigram. 
We evaluate models’ classification performance, and the 
highest accuracy is 0.71. Considering random chance for 23 
class classification is 0.04, 0.71 is a relatively high score. In 
addition, predicting problem and structure type works well 
with our model’s representation. Even we did not use the 
original test dataset (108 python codes) while training models, 
the models could extract features well with the test dataset. 
Thus, we are convinced that our research would contribute to 
cognitive neuroscience studies, such as analyzing Functional 
magnetic resonance imaging (fMRI) data with code 
representation to understand how the human brain is active. 
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AbstractÐCOVID-19 is a disease caused by the severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) that, to date,
has over 245 million confirmed cases and claimed almost 5 million
lives. This disease attacks the respiratory system and comes with
a number of symptoms. The US Center for Disease Control
and Prevention presents a set of symptoms. However, these
symptoms only begin to manifest after a number of days, which
prevents early detection of this disease. This absence of symptoms
during the early stages is what is considered by many to be the
very factor that caused the virus into becoming a pandemic.
Nonetheless, symptoms checking has been used in practice by
commercial and business establishments as an initial screening
for COVID-19. The bothersome process of symptom checking
are still in place at the entrances of malls and airports. In this
study, we determine whether or not symptom screening is an
effective system to be employed to assess individuals for COVID-
19. Specifically, it aims to determine whether or not one or a set of
symptoms are effective predictors of the RT-PCR test results, the
gold standard in Covid-19 testing, using machine learning. Using
data from the Philippine Red Cross, classification models are
developed using LightGBM, AdaBoost, Gaussian NaÈıve-Bayes,
MultiLayer Perceptron, Quadratic Discriminant Analysis and
Decision Tree. These models were evaluated using the following
metrics: precision, sensitivity, specificity and the type II error
rate. Furthermore, for explainability, symptoms are analyzed as
to whether or not they are relatively influential on the predicting
whether or not a patient has COVID-19. The high type II error
rate, low sensitivity and low relative predictor scores of the most
significant predictor symptoms clearly show that symptoms do
not correlate with the RT-PCR testing results. Thus, we conclude
that symptom screening is not a medically suitable process for
determining whether an individual has COVID-19. In fact, it even
exposes us to the risk of viral transmission as people congregate
at the entrances and lobbies of establishments.

Index TermsÐsymptom screening, machine learning, COVID-
19

I. INTRODUCTION

It was in December 2019 when the coronavirus disease

2019 (COVID-19), a condition caused by the severe acute

respiratory syndrome coronavirus 2 (SARS-CoV-2), was first

identified in the capital of China’s Hubei province of Wuhan.

In just a few weeks it has swept across the globe. On the

30th of January, 2020, the World Health Organization (WHO)

declared the outbreak to be a Public Health Emergency of

International Concern. By March 11, 2020, it was declared

by WHO as a pandemic [1], [2]. As of the 29th of October,

2021, there are over 245 million confirmed cases and almost

5 million deaths worldwide spanning 222 countries and terri-

tories [3], with the Philippines having a total of 2.7 million

confirmed cases and over 42 thousand deaths [4].

Various testing types were used to detect COVID-19, the

most reliable of which, is the reverse transcriptase-polymerase

reaction (RT-PCR) nasopharyngeal (NP) swab testing. It works

by identifying viral RNA and is currently the gold standard in

detecting whether an individual has COVID-19. One major

challenge however is the cost of the procedure and the

accessibility of testing centers, especially in less-developed

countries. Furthermore, this type of testing has the biggest

drawback of having the results available at least a day after

the samples were collected. Thus, several faster tests are being

administered despite having low confidence on the results.

Such tests include lung function testing (LFT) [5], saliva

testing [6], and blood testing [7].

Since this disease attacks the respiratory system and comes

with a number of symptoms, many have resorted to symptom

checking has been used as an initial screening for COVID-19.

The US Center for Disease Control and Prevention presents

the following, among others, as symptoms which may appear

2-14 days after exposure to the virus, ranging from mild to

severe cases [8]:

• Fever or chills

• Cough

• Shortness of breath or difficulty breathing

• Fatigue

• Muscle or body aches

• Headache

• New loss of taste or smell

• Sore throat

• Congestion or runny nose
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• Nausea or vomiting

• Diarrhea

All over the globe, airlines have required Health Decla-

ration Forms (HDFs) to be filled out by those who will be

taking flights. This is essentially declaring whether or not

one is manifesting any of the above-mentioned symptoms.

Companies have also employed the use of online symptom

self-checking systems for their employees. Commercial and

business establishments have required individuals to fill out an

online health declaration form prior to entering the building

premises. The bothersome process of symptom checking are

still in place at the entrances of malls and airports. These have

resulted in queues at the building entrance. Aside from the

hassle and delays, this brings the risk of exposure to the virus

due to human aggregation. Furthermore, these symptoms only

begin to manifest 2-14 days after exposure, which prevents

early detection of this disease [2], [9], [10]. In fact, this

absence of symptoms during the early stages is what is

considered by many to be a major factor that caused the virus

into becoming a pandemic [7].

All these bring about the question of whether symptoms

checking is indeed an effective means for detecting COVID-

19. This question is what is investigated in this paper. This

study aims to determine whether or not one or a set of

symptoms are effective predictors of the RT-PCR test results

using machine learning. Using data from the Philippine Red

Cross, classification models are developed and symptoms will

be analyzed as to whether or not they are relatively influential

on the predicting whether a patient has COVID-19. The paper

is organized as follows: On the next section we explore related

work. This is followed by the Methodology where we present

the series of steps were taken in order to accomplish the

objectives of this study. In Section IV and V, we present

the results of this study and the discussion of these results,

respectively. Finally, the conclusion and suggestions for future

work are in Section VI.

II. RELATED WORK

Many supervised learning and feature extraction approaches

have been used focusing on COVID-19 with different ob-

jectives. In a review by Alyasseri, et al., some of the ob-

jectives are: (1) to determine how the COVID-19 pandemic

will end, (2) to predict how the coronavirus gets transmitted

over regions, (3) to correlate the effect of weather conditions

on coronavirus and (4) to diagnose COVID-19 based on

symptoms and various X-ray and CT scan images [11].

Among the reviewed approaches in [11], one study con-

ducted by Fayyoumi et. al have similar focus on diagnosing

COVID-19 status based on signs and symptoms using 64

positive and 41 negative PCR tests of patients in Jordan, and

reported an accuracy of 91.67% using Multilayer Perceptron

(MLP). [12]. In their work, several attributes have been used to

build the statistical models, namely age, smoker status, positive

x-ray chest, fever, sore throat, aches and pain, dry cough, nasal

congestion, absence of smell, diarrhea, vomiting, and breathing

difficulty. The data was collected by answering questionnaires.

Fig. 1. The general workflow of the study

Among the attributes, only age were considered numeric and

the rest are binary categorical variable. The authors mentioned

that applying the technique in much larger dataset must be

done in future studies.

Another related work by Zoabi et. al utilized a total of

99,232 COVID-19 test results, with a focus of diagnosing

COVID-19 based on symptoms [13]. Their model utilizes

the following attributes: sex, binarized age (greater than or

equal 60 years), known contact with an infected individual,

and appearance of five clinical symptoms (cough, fever, sore

throat, shortness of breath, and headache). Their data is based

on published data by Israel Ministry of Health of individuals

who were tested for SARS-CoV-2 via RT-PCR assay of a

nasopharyngeal swab. It contains initial records of all the

residents who were tested for COVID-19 nationwide on daily

basis. The study mentioned some shortcomings, and one would

be missing information in some of the features, another would

be the lack of records in reported symptoms by the Ministry

of Health, such as the loss of smell and loss of taste.

Both studies are affirming the use of signs and symptoms

in prioritizing testing and triaging for COVID-19, especially

when the resources are limited.

III. METHODOLOGY

A series of steps were taken in order to accomplish the

objectives of this study. These steps are illustrated in a
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Fig. 2. The ratio of the positive to the negative cases prior to augmentation

flowchart in Figure 1.

A. The Data Set

The data used in the study was collected by the Philippine

National Red Cross between June 2020 ± January 2021

totaling 1,434,868 records.

B. Preprocessing

1) Reduction: This included observations which were

still ªin-processº, and thus, whose positivity to COVID-19

were not yet identified. These observations were therefore

removed and those that remained totaled to 1,105,693 records.

2) Formatting: The dataset was originally in text with each

row representing an observation. Part of each row is the

positivity value, along with a list of symptoms separated by

commas. These were all processed by transforming positivity

along with the most frequent symptoms into columns or fea-

tures with boolean values. Positivity became the target variable

with boolean values indicating whether the patient was positive

or otherwise. Similarly each of the most frequent symptoms

all became features (column) whose boolean values indicated

whether that particular patient (row) had that symptom. All the

other symptoms that were present in less than ten observations

were fused into one feature/column ªothersº, and so if at least

one of these were present in an observation, that the value

of the column for the said observation is 1 or ªtrueº. The

summary of frequencies of these features are seen in Table

I. Clearly, the fused symptom ªothersº was the most frequent

one, being present in 21,827 cases, whereas cough was present

in 17,421 cases. Only 18 cases experienced appetite loss. On

the other hand in Table II we see the symptom count on

the observations. Around 1,046,932 cases were asymptomatic.

There were 46,411 cases who had exactly one symptom and

there was one case that had 10 symptoms.

TABLE I
SUMMARY OF FEATURES (SYMPTOMS) AND THEIR RESPECTIVE

FREQUENCIES.

TABLE II
SUMMARY OF SYMPTOM COUNTS.

C. Data Augmentation

It was noticed that with respect to the target variable, the

data set has a class imbalanc, with the ratio of those positive

to those negative being approximately 1:18.54. This disparity

can be seen in Figure 2. Thus, for this step, each of the positive

observations was copied 18 times in order for the data set to

be balanced. Thus, after augmentation, there were 1,018,566

positive cases.

Furthermore, there are therefore two sets of data used in the

succeeding sections of this study : one with data augmentation

and one without data augmentation.
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TABLE III
PERFORMANCE OF CLASSIFICATION MODELS (WITHOUT AUGMENTATION)

D. Development of Classification Models

There were six machine learning models developed for both

working data sets. These are LightGBM, AdaBoost, Gaussian

NaÈıve-Bayes, MultiLayer Perceptron, Quadratic Discriminant

Analysis and Decision Tree.

E. Computation of Predictor Variable Importance Scores

One important task in interpreting classification models

is understanding which predictor variables are relatively

influential on the predicted outcome. Thus, aside from

measuring evaluation metrics, variable importance was

determined for both data sets. This variable importance

measure was computed via permutation which included the

following steps:

This model agnostic variable importance measure computed

via permutation [14] is essential in the explainability of the

classification models developed.

F. Evaluation of Classification Models

For both the augmented and non-augmented data sets, the

six models were evaluated using the following metrics :

precision (positive predictive value), sensitivity (true positive

rate or probability of detection), specificity (true negative rate)

and the type II error rate (false negative rate or error of

omission). Type II error rate is also chosen as the main metric

since this is a health science study.

IV. RESULTS

In Figure 3 we see the importance of the variables and

how they fare with each other with respect to determining

the target variable for the data set where augmentation was

not applied. Smell loss outperforms the rest at 3.7%, followed

by fever (1.4%) and colds (1.1%). Also, the features body

malaise, ageusia and others do not seem to be contributing

as good predictors of COVID-19 positivity. In Table III we

see the comparison of the performance of the models on

TABLE IV
PERFORMANCE OF CLASSIFICATION MODELS (WITH AUGMENTATION)

the non-augmented data set based on the metrics that were

used in this study. LightGBM performed best with respect

to Precision and type II error. The quadratic discriminant

provides 100% sensitivity while Gausian Naive Bayes provides

93.4%. However, their specificity results are 0% and 4.24%,

respectively. Adabost, on the other hand, provides the highest

specificity at 72.03%. However, all the six models for the non-

augmented data have a very high type II error at ≥ 41.38%.

On the other hand, for the augmented data set, we can

see the variable importance in Figure 4. Clearly, all of the

variables performed better with smell loss still leading at

13.7%, followed by fever (13%) and colds (12.4%). Sense

loss, agnosia and others appeared to be the least important

variables. In Table IV we see the comparison of the perfor-

mance of the models on the augmented data set based on

the metrics that mentioned. Multilayer perceptrons performed

better than the rest with respect to precision, type II error

and specificity at 75.72%, 24.28% and 97.11% respectively.

However, it dipped a bit compared to the other models

with sensitivity. The Decision Tree model, however, was just

second to Multilayer perceptrons with respect to precision,

type II error and specificity at at 75.36%, 24.64% and 96.99%

respectively, but it performed slightly better with sensitivity.

V. DISCUSSION

It can be observed that augmenting the data generally helps

in achieving better models. One possible reason is that training

biases over the uneven distribution of the observations are

solved. In non-augmented data, none of the symptoms has

an importance of more than 5%. However, after augmentation,

11 symptoms obtained variable importance which were higher

than 5%, with smell loss leading with an improvement from

3.7% to 13.7%. Furthermore, all the models improved after

data augmentation with three of the four metrics. However, the

sensitivity scores in the augmented data are quite curious as

all the models scored very low at sensitivity, with Multilayer

perceptrons scoring only 9.02% and the rest of the models

scoring 9.21%.

The most significant symptoms are smell loss, fever and

colds. However, their scores as relative predictors for the target

variable are still low at at 13.7%, 13% and 12.4%, respectively.

It can be observed based on the results that COVID-19

cannot be predicted accurately with just the symptoms. The
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two better models are Multilayer perceptrons and Decision

Trees. Multilayer perceptrons had precision, type II error

and specificity at 75.72%, 24.28% and 97.11% respectively.

However, the sensitivity score is at 9.02% only. Decision Trees

on the other hand had precision, type II error and specificity

scores of 75.36%, 24.64% and 96.99% respectively, but the

sensitivity score is at 9.21% only. Furthermore, all the models

still had a high Type II error, which is a big issue for health

prediction classifier models.

Given the hightype II error, low sensitivity and low relative

predictor scores of the most significant predictor symptoms,

thus there are no symptoms, whether one or a set, that is an

effective predictor of the RT-PCR test results based on the data

set. This study finds that symptom screening is not an effective

system to be employed to monitor and assess individuals for

COVID-19.

VI. CONCLUSION

In this study, data from the Philippine Red Cross was

used to determine whether or not symptom screening is

an effective system to be employed to assess individuals

for COVID-19. Classification models were developed using

LightGBM, AdaBoost, Gaussian NaÈıve-Bayes, MultiLayer

Perceptron, Quadratic Discriminant Analysis and Decision

Tree and were evaluated using the following metrics: precision,

sensitivity, specificity and the type II error rate. Furthermore,

for explainability, symptoms were analyzed as to whether or

not they are relatively influential on the predicting whether

or not a patient has COVID-19. Across all models, the high

type II error rate (≥ 24.28%), low sensitivity (≤ 9.21%) and

low relative predictor scores of the most significant predictor

symptoms (≤ 13.7%) clearly there are no symptoms, whether

one or a group of symptoms, that is an effective predictor

of the RT-PCR test results based on the Red Cross data set.

Thus, we conclude that symptom screening is not a medically

suitable process for determining whether an individual has

COVID-19. In fact, it even exposes us to the risk of viral

transmission as people congregate at the entrances and lobbies

of establishments.

ACKNOWLEDGEMENT

The authors would like to thank the Philippine Red Cross,

particularly Senator Richard J. Gordon and Ms. Elizabeth

Zavalla.

REFERENCES

[1] C. Wang, P. W. Horby, F. G. Hayden, and G. F. Gao, ªA novel
coronavirus outbreak of global health concern,º The Lancet, vol. 395,
pp. 470±473, 2020. [Online]. Available: https://doi.org/10.1016/S0140-
6736(20)30185-9

[2] S. Chauhan, ªComprehensive review of coronavirus dis-
ease 2019 (covid-19),º Biomedical Journal, vol. 43,
no. 4, pp. 334±340, 2020. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S2319417020300871

[3] ªWho coronavirus (covid-19) dashboard.º [Online]. Available:
https://covid19.who.int/

[4] ªCovid-19 tracker: Department of health website.º [Online]. Available:
https://doh.gov.ph/covid19tracker

[5] J. Hull, J. Lloyd, and B. Cooper, ªLung function testing in the covid-19
endemic,º The Lancet Respiratory Medicine, vol. 8, 05 2020.

[6] L. M. Czumbel, S. Kiss, N. Farkas, I. Mandel, A. Hegyi, A. Nagy,
Z. Lohinai, Z. Szakacs, P. Hegyi, M. C. Steward, and G. Varga, ªSaliva
as a candidate for covid-19 diagnostic testing: A meta-analysis,º
Frontiers in Medicine, vol. 7, p. 465, 2020. [Online]. Available:
https://www.frontiersin.org/article/10.3389/fmed.2020.00465

[7] J. Giesecke, ªThe invisible pandemic,º The Lancet, vol. 395, no. 10238,
May 2020.

[8] ªCenter for disease control and prevention: Symptoms of
covid-19.º [Online]. Available: https://www.cdc.gov/coronavirus/2019-
ncov/symptoms-testing/symptoms.html

Fig. 3. Variable importance (without augmentation)

192



Fig. 4. Variable importance (with augmentation)

[9] L. Wang, Y. Wang, D. Ye, and Q. Liu, ªReview of
the 2019 novel coronavirus (sars-cov-2) based on current
evidence,º International Journal of Antimicrobial Agents,
vol. 55, no. 6, p. 105948, 2020. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0924857920300984

[10] R. Wang, M. Pan, X. Zhang, M. Han, X. Fan, F. Zhao,
M. Miao, J. Xu, M. Guan, X. Deng, X. Chen, and L. Shen,
ªEpidemiological and clinical features of 125 hospitalized patients
with covid-19 in fuyang, anhui, china,º International Journal of

Infectious Diseases, vol. 95, pp. 421±428, 2020. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1201971220302034

[11] Z. A. A. Alyasseri, M. A. Al-Betar, I. A. Doush, M. A. Awadallah,
A. K. Abasi, S. N. Makhadmeh, O. A. Alomari, K. H. Abdulkareem,
A. Adam, R. Damasevicius, M. A. Mohammed, and R. A. Zitar,
ªReview on COVID -19 diagnosis models based on machine
learning and deep learning approaches,º Jul. 2021. [Online]. Available:
https://doi.org/10.1111/exsy.12759

[12] E. Fayyoumi, S. Idwan, and H. AboShindi, ªMachine learning
and statistical modelling for prediction of novel COVID-19 patients
case study: Jordan,º vol. 11, no. 5, 2020. [Online]. Available:
https://doi.org/10.14569/ijacsa.2020.0110518

[13] Y. Zoabi, S. Deri-Rozov, and N. Shomron, ªMachine learning-based
prediction of COVID-19 diagnosis based on symptoms,º vol. 4,
no. 1, Jan. 2021. [Online]. Available: https://doi.org/10.1038/s41746-
020-00372-6

[14] ªModel interpretability with dalex.º [Online]. Available: https://uc-
r.github.io/dalex?fbclid=IwAR2vtKGe6Eht5sDgkHHtiLkXVR88K3OgN0
Adbk1cWDLhfGEYEOPGeEf02bovi

[15] T. Zitek, ªThe appropriate use of testing for covid-19,º Western Journal

of Emergency Medicine, vol. 21, 04 2020.
[16] F. Zeng, L. Li, J. Zeng, Y. Deng, H. Huang, B. Chen, and G. Deng,

ªCan we predict the severity of coronavirus disease 2019 with a routine
blood test?º Polish archives of internal medicine, vol. 130, no. 5, May
2020.

[17] Y. Zoabi, S. Deri-Rozov, and N. Shomron, ªMachine learning-based
prediction of covid-19 diagnosis based on symptoms,º npj Digital

Medicine, vol. 4, 01 2021.
[18] A. Callahan, E. Steinberg, J. Fries, S. Gombar, B. Patel, C. Corbin,

and N. Shah, ªEstimating the efficacy of symptom-based screening for
covid-19,º npj Digital Medicine, vol. 3, 12 2020.

193



A Study on the Clinical Effectiveness of Deep 
Learning CAD Technology

Han Ju-Hyuck 

Department of Medical Engineering 

Konyang University 

Daejeon, South Korea 

dnfwlq203@gmail.com 

 Oh Hyun-Woo 

Bio Convergence Technology Training 

Project Group, Konyang University 

Daejeon, South Korea 

osj0805@naver.com

Kim Woong-Sik* 

Department of Medical A.I. 

Konyang University 

Daejeon, South Korea 

wskim@konyang.ac.kr  

Abstract—Chest radiography is the most common method of 

examining chest disease. However, interpretation of chest X-rays 

is difficult, and the diagnosis may vary depending on the doctor's 

proficiency. In order to solve this problem, additional diagnosis 

using a computer is attracting attention in the medical imaging 

field. In addition, the recently developed artificial intelligence 

technology has been applied to the analysis of chest X-rays, and 

commercialization has entered the stage as a computer-aided 

diagnostic tool. However, the reading model based on artificial 

intelligence has different performance depending on the type of 

data. In addition, current medical data is a weak standardization 

stage and the data form varies from institution to institution. 

Therefore, the performance of the model may not be guaranteed if 

the data for training artificial intelligence and the data from the 

real institution are different. The purpose of this study is to verify 

the clinical effectiveness of a computer-aided diagnostic tool based 

on chest X-rays. To this end, data from a different source than the 

training data were applied to the reading model. In addition, for 

validation, we prepared a doctor's lung lesion labeling findings for 

clinical validation. In this study, OPT (Observer Performance Test) 

was conducted by clinical experience level to evaluate the reading 

model. 

Keywords—Chest Radiography, Deep learning Algorithm, 

Observer Performance Test, CAD 

I. INTRODUCTION

Chest radiography is the most common method for 
examining chest diseases and monitoring chest abnormalities 
such as lung cancer[1]. However, interpretation of chest X-
Ray (CXR) is difficult and misreadable, requiring a lot of 
image analysis experience[2]. In other words, the reading of 
chest radiographs depends on the physician's clinical 
experience. Recently, in order to solve this problem, the 
development of computer aided diagnosis (CAD) is growing. 
In addition, advanced artificial intelligence technology is 
being applied to the medical imaging field. The purpose of this 
paper is to verify the clinical effectiveness of artificial 
intelligence models that support the interpretation of chest 
radiographs. In addition, three cohorts were organized and 
studied as methods for verification. 

II. METHODE

A. CAD and Data Configuration 

In this paper, Lunit INSIGHT for Chest Radiography 
certified by the Ministry of Food and Drug Safety in Korea, 
was used to clinically evaluate CAD performance based on 
deep learning. The performance evaluation was applied by 
dividing a cohort of patients who visited respiratory outpatient 
hospitals in three institutions in 2018 and underwent chest 
radiography. All data used in this study are retrospective data 
approved by the instrumental review boards, and the 
requirements for patient consent have been omitted. Data 
screening targeted 26,988 patients.  

There are two criteria for not selecting data. First, the 
unexamined case of chest CT (n=17,871), secondly, the 
interval between chest CT and chest X-Ray is more than 1 
month (n=3,165). Therefore, as shown in Table 1, the final 
data for performance comparison is 6,006 people's data. Data 
collection is based on CXR, and meaningful patient 
information (age, gender, chest CT, smoking history, past 
history) was collected from electronic medical records. In 
addition, in the case of images, they were collected by the 
picture archiving and communication system (PACS) and all 
of them were de-identified for research. 

TABLE I. DEMOGRAPHIC DATA OF RESPIRATORY PATIENTS 

Category 
Institutions 

Total 
Dataset 

for OPT 
P 

value B G K 

No. of 

Patients 

2536 1470 2000 6006 230 - 

Female 1166 643 798 2607 107 0.53 

Male 1370 827 1202 3398 123 0.50 

Age 61 ±16 61 ±14 61 ±16 61 ±16 60 ±16 0.21 

Interval 

CXR & CT 
3 ±9 3 ±11 1 ±7 2 ±9 2 ±9 0.42 

No. of PA 

image 
2536 1421 1952 5908 229 0.15 

Table 1 compares the notations of radiologists and CAD 
at three institutions. CAD marks Activation Map at the 
location of the abnormal lesion. This was considered positive 
when there was a coincidence rate of more than 15% at the 
center of the lesion based on pixels. Previous studies showed 
that the AUC of Test1 was 0.814 and the AUC of Test2 was 
0.904 [3]. It has a test set number of 230, and constitutes a 
dataset of positive 0.4, negative 0.6. In this study, 230 random 
sampling data were composed of OPT Data Set to apply the 
same criteria as in previous studies. In addition, CT images are 
used to compare with CXR. The CT image was selected based 
on the closest shooting date from the CXR shooting date. The 
criteria for chest abnormalities were selected by radiologists. 
They analyzed the dataset to define reference settings for chest 
abnormalities. In this study, when disagreement occurs in the 
diagnosis, an investigation was conducted to agree on it. The 
CXR lesion in this study consisted of nodules/species, 
integration, and pneumothorax as target lesions. In addition, 
lethargy or fibrosis, bronchiectasis, heart lesions, diffuse lung 
genes, longitudinal lesions, and pleural effusion were 
composed of comparative lesions for patient comparison. This 
classification referred to the labeling standard of the ChestX-
ray14 dataset or MIMIC-CXR database[4][5][6]. This study 
was conducted with the approval of the Institutional Review 
Committee[7]. 
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TABLE II.  LESION TYPES OF CHEST RADIOGRAPHY IN PATIENTS 

Lesion 
Institutions 

Total 
Random 

sample 

for OBT 

P 

value 
B G K 

Target Lesions 

Nodule/
mass 

446 
(18) 

259 
(18) 

468 
(23) 

1173 
(20) 

41 
(18) 

0.79 

Consolid

ation 

341 

(13) 

212 

(14) 

366 

(18) 

919 

(15) 

35 

(15) 
0.99 

Pneumot
horax 

5 
(0.3) 

2 
(0.1) 

8 
(0.4) 

15 
(0.2) 

2 
(0.9) 

0.87 

Non-target Lesions 

Atelectas

is or 

fibrosis 

93 
(4) 

62 
(4) 

185 
(9) 

340 
(6) 

15 
(7) 

0.90 

Bronchie
ctasis 

217 
(9) 

286 
(20) 

107 
(5) 

610 
(10) 

27 
(12) 

0.80 

Cardiom
egaly 

21 
(0.8) 

48 
(3) 

67 
(3) 

136 
(2) 

4 
(2) 

0.94 

Diffuse 
interstitia

l lung 

opacities 

115 

(5) 

73 

(5) 

65 

(3) 

253 

(4) 

10 

(4) 
0.99 

Mediasti

nal 
lesion 

11 

(0.4) 

27 

(2) 

36 

(2) 

74 

(1) 

4 

(2) 
0.93 

Pleural 

effusion 

81 

(3) 

29 

(2) 

76 

(4) 

186 

(3) 

7 

(3) 
0.99 

Other 
188 

(7) 

172 

(12) 

198 

(10) 

558 

(9) 

28 

(12) 
0.61 

Total 

Sum of 
target or 

non-

target 
lesions 

1518 1170 1576 4264 173 N/A 

Participa
nts with 

any types 

of 
lesions 

1317 
(52) 

889 
(61) 

113 
(57) 

3337 
(56) 

137 
(60) 

0.36 

No. of 

lesion 
type per 

patient 

1.2 
(1-3) 

1.3 
(1-4) 

1.4 
(1-5) 

1.3 
(1-5) 

1.3 
(1-4) 

0.83 

 

Table 2 shows the configuration of the data set used in this 
study. According to this, out of 4,274 reference chest 
abnormal lesions of 6,006 CXR, pulmonary nodules/tumor, 
aggregation, pneumothorax, and other reference chest 
abnormalities were found in 1,173 (20%), 919 (15%), 15 
(0.2%), and 2,157 (51%) CXRs, respectively. Among the 26 
classified final diagnoses, pneumonia was the most common 
diagnosis (n = 696, 12%). Pulmonary tuberculosis and 
malignant neoplasm (neoplasm) of the bronchial tubes or 
lungs were found in CXRs of 550 (9%) and 355 (6%), 
respectively. 

B. Verification Method 

In this study, OPT was constructed to evaluate CAD. The 
OPT of this study was conducted by dividing the number of 
data collection days to prevent data bias. In OPT Test 1, 
observers conducted CXR evaluation alone without CAD help. 
It provided observers with CXR and CT, and patient 
information (gender, age, etc.). The observers consisted of 12 
doctors, including 3 chest radiologists, 3 board-certified 
radiologists, 3 radiologists, and 3 lung specialists. They 
constructed the same form as the result of CAD by marking 
chest anomalies on the image. In OPT test 2, observers were 
assisted by CAD. This is based on the patient's CXR image 
and patient information, indicating chest abnormalities in the 
image. In addition, if CAD 's Activation Map matches the 
observer's lesion indication, it was treated as true positive. On 
the other hand, if the CAD's Activation Map and the observer's 
lesion indication did not match, they were marked as false 
positive and false negative. In the case of false positive, CAD 
was marked positive, but there was no indication from the 
observer. In the case of false negative, the observer's notation 
exists, but there is no CAD notation. We confirmed the effect 
of CAD by doctors' clinical experience through OPT. 

C. CAD Model 

In this study, Lunit Insight-CXR was used as CAD[8]. 
According to this, the model was used by extracting data sets 
for model training from six multinational multi-centers. In 
addition, a technique to mark chest abnormalities in CXR was 
used. The model consists of 27 layers and 12 residual 
connections based on convolutional neural networks (CNNs). 
This model uses a semisupervised localization approach with 
partial data annotation. 
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III. RESULT 

In this study, receiver operating characteristics (ROC) 
curves and jackknife free-response receiver operating 
characteristic (JAFROC) curves are used for outcome 
indicators. The receiver operating characteristic curve is 
calculated as a true-positive rate and a false-positive rate. In 
addition, the jackknife replacement free response ROC curve 
is calculated with the local fraction of the lesion to the 
probability of false positive (FP) per normal CXR. The 
number of false positive marks per image is defined as the 
value obtained by dividing the number of false positive marks 
by the total number of radiographs. Statistical analysis was 
performed using Medcalc version 19.5.1 or R version 3.5.3. 
All statistical analyses were performed using R software 
version 3.6.1. 

TABLE III.  PERFORMANCE OF OBSERVER GROUP IN THE RANDOMLY 

SAMPLED DATASET (N=230) 

Observer Group Test1 Test2 
*P 

value 

†P 

value 

A

U

C 

Thoracic 
radiologist(n=3) 

0.89 
(0.84,0.93) 

0.89 
(0.84,0.95) 

0.21 0.58 

Board-certified 

radiologist(n=3) 

0.87 

(0.83,0.91) 

0.89 

(0.83,0.95) 
0.14 0.12 

Radiology 

residents(n=3) 

0.85 

(0.80,0.89) 

0.88 

(0.85,0.91) 
0.07 0.03 

Pulmonologist 
(n=3) 

0.84 
(0.80,0.85) 

0.88 
(0.85,0.92) 

0.03 0.01 

J

A

F

R

O

C 

Thoracic 

radiologist(n=3) 

0.82 

(0.75,0.89) 

0.84 

(0.76,0.91) 
0.03 0.60 

Board-certified 

radiologist(n=3) 

0.80 

(0.76,0.85) 

0.82 

(0.76,0.88) 
0.29 0.12 

Radiology 
residents(n=3) 

0.79 
(0.72,0.85) 

0.83 
(0.79,0.87) 

0.05 0.10 

Pulmonologist 

(n=3) 

0.78 

(0.73,0.83) 

0.81 

(0.77,0.75) 
0.07 0.04 

 

Table 3 shows the OPT results. This was constructed to 
confirm the effect of CAD according to the clinical experience 
of doctors. According to Table 3, Test 1 and Test 2 to view the 
influence of CAD, the average AUC was 0.86 (95% CI: 0.82, 
0.90) to 0.89 (95% CI: 0.85, 0.92). the average JAFROC was 
0.92 at 0.80 (95% CI: 0.76, 0.84). First, for Test 1 without 
CAD, a thoracic radiologist showed AUC: 0.87 and JAFROC: 
0.80 for radiation resistors, AUC: 0.85 and JAFROC: 0.79, 
pulmonary tuberculosis specialist showed AUC: 0.89 and 
JAFROC: 0.82 for radiation residents. On the other hand, Test 
2 assisted by CAD showed AUC: 0.89, JAFROC: 0.82 for 
chest radiologists, AUC: 0.88, JAFROC: 0.83 for radiation 
resistors, and AUC: 0.89 for pulmonary tuberculosis 
specialists showed AUC: 0.89 and JAFROC: 0.84. In OPT to 
verify the clinical effectiveness of CAD, Test 2 showed better 
performance than Test 1. In particular, the less experienced 
doctors, the more significantly their diagnostic ability in the 

assisted state of CAD. In addition, it can be seen that JAFROC, 
which quantifies the local features of the lesion, increased by 
about 2%–3% in all observer groups. 

IV. CONCLUSION 

This study was conducted to verify the clinical validity of 
CAD. This confirmed the results by directly applying data 
from the learned data set and data from a different real-world 
medical environment to CAD. The effectiveness of CDA was 
discovered by using CAD in OPT, which consisted of groups 
by clinical experience. The clinical data application 
performance of CAD used in this study showed an AUC of 
0.87 at 0.86 and an JAFROC of 0.87 at 0.86 as a sole test. Also, 
the performance of OPT is from AUC 0.814 to 0.932, 0.904 
to 0.958 and JAFROC from 0.781 to 0.907, 0.873 to 0.938. 
The results of the observer performance test show that CAD 
improved the ability of the observer (chest radiologist, 
radiologist, lung cancer specialist) to detect chest 
abnormalities. This means that CAD has a clinical effect on 
locating lesions. Therefore, it can be said that the accuracy of 
CAD is guaranteed even if it is clinical data from a source 
(hospital) other than the learned data. In addition, in the case 
of doctors with long clinical experience, it can be effective as 
CAD. 
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AbstractÐThis paper uses WGAN-GP to generate fake data
that can be used as augmented data for strabismus classification
and analyze the results. In the introduction of this paper, the gen-
eral diagnostic technique for strabismus disease is described and
the diagnostic technique using deep learning is described. And
the reason for generating fake data is described. Main subject
describes the WGAN-GP, data set used for data generation and
evaluation metrics of GAN. In the experimental result, the data
generated by the GAN is visually checked, and the performance
of the fake data is evaluated with the FID that is one of the
evaluation metrics of the GAN. And in the conclusion, evaluation
of the proposed GAN and future work are described.

Index TermsÐWGAN-GP, strabismus, diagnosis, deep learning

I. INTRODUCTION

Recently, deep learning has been widely used in many fields.

Among them, a diagnostic technique using deep learning based

on medical images will present a new paradigm in disease

diagnosis. Strabismus, which is treated in this study, is an

ophthalmic disease in which the two eyes are not aligned. And

the strabismus is a disease with a good prognosis and a high

cure rate when it is detected early and treated at an early age.

However, because there is a risk of blindness when strabismus

treatment is neglected at early age. So early detection of the

disease is very important.

Diagnosis of a disease usually involves two steps. The first

step in diagnosis is to determine the presence or absence of

the disease, and the second step is to determine the severity

of the disease. Strabismus is also diagnosed with the same

procedure. Generally, diagnosis of strabismus is to determine

by conduction a cover test. The cover test is a diagnostic

technique that covers one of the two eyes and determines

the movement of the remaining eye to determine strabismus.

In patients with mild strabismus, MRI(Magnetic Resonance

Imaging) is sometimes used to determine the presence or

absence of strabismus. However, in the case of infants and

young children, it may be uncooperative during the cover

test and MRI scan. Therefore, deep learning-based diagnostic

techniques can be effective when diagnosing uncooperative

patients.

Prior to this study, in order to determine the presence or

absence of strabismus, the first stage of diagnosis, a CNN-

based classifier was designed to determine the presence or

absence of strabismus [1]. Finally, the accuracy of the test set

was 66.7%. However, it cannot be said to be accurate because

the number of data in the data set is imbalanced. Due to

the characteristics of medical data, data imbalance may occur.

Various techniques are used when using imbalanced data for

deep learning. To overcome the limitations of imbalanced

data, this research apply a data augmentation technique using

WGAN-GP.

II. MAIN SUBJECT

A. Proposed Model

z Generator G(z)

Input
(x)

Critic score

Fig. 1. Architecture of WGAN-GP.

WGAN-GP(Wasserstein Generative Adversarial Networks -

Gradient Penalty) is an upgraded version of GAN(Generative

Adversarial Networks)’s loss [2]. And the WGAN-GP is more

usable than the original GAN. Because WGAN-GP is stronger

than the original GAN at the mode collapse problem which is

the serious issue of the GAN. The GAN has two networks

called a generator and a discriminator. The two networks

minimize and maximize the same objective function respec-

tively, and continue learning while maintaining and adversarial

relationship [3]. As a result, the generator of the GAN that

has finished learning generates fake data with a distribution

similar to the distribution of the training set by using the

noise vector as an input. WGAN-GP has the same architecture

and operation principle as GAN. Its architecture is shown in

Fig. 1. Also the task of the WGAN-GP is same as the GAN.

It is generating fake data. As mentioned above, the objective

function of WGAN-GP is an upgraded version of the objective

function of GAN and is the same as Eq. (1)
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2
− 1)2]

(1)

WGAN-GP uses Eq. (1) as an objective function and limits

the maximum value of the weight by giving a penalty to the

gradient. By limiting the maximum value of the weight, it

somewhat solves the instability of the training process and

mode collapse, which are chronic issues of GAN, although not

completely. And in the WGAN-based GAN, the discriminator

is called a critic because it scores the input rather than

calculating the probability that the input is real or fake [4].

The architecture of the original WGAN-GP is based on DC-

GAN(Deep Convolutional Generative Adversarial Networks)

[5]. The generator and critic of the model proposed in this

paper have a RESNET(RE)architecture by adding a residual

block while having a CNN-based architecture [6]. And the

objective function uses the same Eq. (1) as that of the original

WGAN-GP.

B. Dataset

The dataset used in this sutdy consists of a photograph in

which only the eye part of the patient’s frontal photograph.

The dataset consists of three classes: exotropia, esotropia, and

normal eyes. The label for each photo is the result of the

cover test mentioned in the introduction. To validate these

data and the trained model, 10 Pusan National University

Hospital ophthalmologists rediagnosed the patients with only

naked eyes and the photograph which has the correct answer

by cover test. As a result, the correct rate of 10 doctors for

each data is defined as the Selection Rate(SR) in this paper.

TABLE I
THE NUMBER OF DATA EACH SELECTION RATE

Class
Exotropia(XT) Esotropia(ET) Normal(NO) Total

SR

None 1250 451 999 2700

60 1175 412 959 2546

70 1067 367 886 2320

80 938 316 784 2038

As shown in Table. I, the dataset used in this study is

reconstructed into a total of four datasets: a dataset with

selection rates of 60, 70, 80, and 0. After that, each of the

four datasets is trained with the proposed model mentioned

above.

C. Evaluation Metrics of GAN

The representative evaluation metrics of GAN are

IS(Inception Score) and FID(Fréchet Inception Distance) [7].

Both IS and FID use pre-trained weights of a CNN-based

network called Inception v3. And both metrics use the dis-

tribution of the dataset. In particular, IS indicates how well

the generated samples match the real data, and the higher the

score, the better the quality of data. And FID indicates the

distribution distance of the generated samples with the real

data based on KL Divergence. The closer the distance, that is,

the lower the FID score, the better the data.

In the case of IS, since the diversity of the generated

samples cannot be considered, even if mode collapse, which

is a chronic issue of GAN, occurs, it tends to maintain a high

value as long as the quality of fake data is good. On the other

hand, FID considers the diversity of fake data and real data.

Therefore, the generated samples in this study are evaluated

by FID.

III. EXPERIMENTAL RESULTS

In this section, as in the main subject of the above, WGAN-

GP of the RESNET architecture is trained on four datasets

divided by selection rate. And the experimental results are

discussed. 100 samples were generated for each dataset, and

the top 10 and bottom 10 were selected visually. And we

discuss the results by comparing the FID that compares the

samples generated for each dataset with the distribution of the

training set.

A. Generated Samples

Top 10 Bottom 10

Fig. 2. Generated Samples without selection rate.

Top 10 Bottom 10

Fig. 3. Generated Samples with selection rate that is 60.

Fig. 2, Fig. 3, Fig. 4 and Fig. 5 are the top 10 and bottom

10 of the generated samples from the dataset composed by

selection rate, respectively. Although more than half of the

dataset are photos of strabismus patients, most of the top 10

do not show strabismus with the naked eyes. Also, there is no

big difference in the image quality of the top 10 by selection

rate. However, in the case of bottom 10, it can be seen that the

color tends to be slightly better as the selection rate increases.
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Top 10 Bottom 10

Fig. 4. Generated Samples with selection rate that is 70.

Top 10 Bottom 10

Fig. 5. Generated Samples with selection rate that is 80.

These generated samples are compared by the FIDs in the next

section.

B. FID of Generated Samples

TABLE II
FIDS EACH SELECTION RATE

All(SR:0) SR:60 SR:70 SR:80

All 2.185 2.297 1.971 1.630

Top 10 8.575 8.377 10.734 10.716

Bot 10 9.785 8.606 8.542 8.167

The FIDs shown in Table. II came out as a result. As

expected, the FID tends to decrease as the selection rate

increases. This is because the higher the selection rate, the

higher the probability that the dataset has information about

strabismus and better quality of samples. Also, in the case

of bottom 10, as visually confirmed in Fig. 2, Fig. 3, Fig. 4

and Fig. 5, the higher the selection rate, the lower the FID.

However, in the case of top 10, the higher the selection rate,

the higher the FID tends to be. FID considers the diversity

of samples as mentioned above. However, 10 photos are not

enough to consider diversity. Therefore, an exceptional result

would have been obtained.

IV. CONCLUSIONS & FUTURE WORKS

At the section of FID of Generated Samples, you can see

the results by the FIDs. The larger SR, the smaller FID. By

[8], Augmenting data at the only discriminator, it can lower

FID. In this paper, augmenting data was used at the only

discriminator. But you can see the FID score is good at high

SR. So consisting useful data is important at the GAN also.

As can be seen from the experimental results, the generated

samples by the proposed methods were confirmed. In both

top 10 and bottom 10, the quality did not change significantly

according to the selection rate. In this study, data augmenta-

tion using GAN was performed because of the lack of ET

data. However, most of the generated samples are difficult

to observe strabismus with the naked eyes. Therefore, in

future work, data with strabismus will be generated based on

Conditional GAN. In addition, a CNN-based classifier will

be used to verify the augmentation effect of the generated

samples.
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Abstract—In the area of image processing and computer vision,
visual anomaly detection is a critical and difficult task. For
anomaly detection in surface image data, a customized neural
network incorporating self-gated rectified linear unit (SGReLU)
was designed, and the SGReLU-based model excelled other
activation function-based models with a top-20 average test
accuracy of 99.84%. The computational time needed for the
operation is 10533 s for 20 epochs and the top-20 average test
loss is 0.0125 using SGReLU, both of them were comparatively
less than other activation functions.

Index Terms—vision anomaly detection, self-gated rectified
linear unit, computer vision.

I. INTRODUCTION

Visual anomaly detection, often known as anomaly de-

tection in images is essential in terms of both theoretical

and empirical work [1], [2]. When it comes to recognizing

visual anomalies, deep learning networks outperform machine

learning algorithms. To detect surface irregularities or fissures,

the Keras functional API is utilized to generate sophisticated

models in a flexible pattern.

Activation function, an essential part of the neural network,

has a vital role in image processing. Different activation func-

tions such as rectified linear unit (ReLU) [3], [4], Leaky ReLU

(LReLU) [5], swish [6], scaled exponential linear unit (SELU)

[7], exponential linear unit (ELU) [8] and self-gated rectified

linear unit (SGReLU) [9] are mainly used in the dense layers

of neural networks. Previously SGReLU was used mainly in

the case of image classification. In this paper, SGReLU is used

for vision anomaly detection and the comparison with other

activation functions in the case of surface anomaly detection

has been also investigated.

The contributions of this paper are as follows:

• To design a customized neural network with convolution

layers, maxpooling layers, dense layers, dropout layers, and

activation layers.

• To compare the performance of different activation func-

tions used in the activation layer of the customized neural

network.

Fig. 1: SGReLU function and its first derivative for different

values of α.

• The SGReLU function outperforms other activation func-

tions in the case of top-20 average test accuracy.

• The SGReLU function has also acheived better per-

formance in terms of test loss and computational time in

comparison to other activation functions.

The following sections of this paper are arranged as follows.

Section II presents the methodology including the SGReLU

function, dataset preparation, and model architecture. In Sec-

tion III, the obtained results are discussed. Finally, the con-

clusion, as well as future work, are described in Section IV.

II. METHODOLOGY

A. SGReLU Function

The generic nature of activation functions can be expressed

as a bivariate function, b(x,g(x)), where x is the unfiltered

preactivation, that is the input to the final bivariate function.

SGReLU function is a non-monotonic continuous function that
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(a)

(b)

Fig. 2: Surface crack detection (a) normal condition and (b)

anomaly condition.

maintains the identical binary format. It can be expressed as

follows:

f (x) =

{

x, x ≥ 0
α.x.σ (x) , x < 0

(1)

where σ(x) is sigmoid function, which equals to 1
1+e−x

, and

α is a hyper-parameter that ranges from 0.1 to 1 in magnitude.

In the positive zone, SGReLU behaves like ReLU in terms of

unbounded linear nature. As a result, it solves the issue of

saturation as well as has a non-zero gradient, which speeds

up the learning process. The absence of the sigmoid function,

in contrast to swish, reduces the need for power operations,

leading to a faster processing period. The self-gating approach,

conversely, is used to make the negative area of the function

adaptable with a single input. Consequently, with a huge value

of preactivation, x, a little negative bump develops at the start

of the negative area that tends to zero. SGReLU provides

a negative bump for small negative inputs, which eliminates

the neuron death issue. It has negative parts, however, unlike

LReLU and PReLU, it is confined below since it tends to

zero for huge values of preactivation, providing sparsity in

the structure and lowering computational time. As a result, the

overfitting issue is eliminated, and the network achieves noise-

resilience at the same time. As a result, the network achieves

not only non-monotonicity but also self-regularization, making

it immune to neuronal death as well as data compatibility. The

Fig. 3: Overall model architecture for vision anomaly detec-

tion.
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Fig. 4: (a) Training accuracy and test accuracy, and (b) training

loss and test loss, curve of the surface crack detection data set

using SGReLU.

first derivative of SGReLU function is as follows:

f ′ (x) =

{

1, x ≥ 0

α
[

1
1+e−x

+ xe
−x

(1+e−x)2

]

, x < 0
(2)

Fig. 1 shows SGReLU function and its derivative for

different values of α.

B. Dataset Preparation

The surface crack detection dataset is used for vision

anomaly detection [10]. It contains two types of data, both

normal condition and anomaly condition. Normal condition

dataset has no cracks in the concrete surface but anomaly

condition dataset has cracks in the concrete surface. Both types

of datasets contain 20,000 images each with RGB channels

and a resolution of 227 × 227 pixels. Fig. 2 shows samples

for both normal and anomalous data. Image data generator is

used to process the dataset. The rotational range, horizontal flip

class mode and color mode are selected 30°C, True, Binary

TABLE I: Performance comparison among different activation

functions in terms of test accuracy, test loss and computational

time.

Activation

function
ReLU LReLU Swish ELU SELU SGReLU

Top- 20

average test

accuracy (%)

99.4 99.57 99.52 98.93 99.25 99.6

Top- 20

average test

loss

0.017 0.014 0.015 0.033 0.025 0.0125

Time

complexity (s)
10955 11109 11109 11259 11326 10533

and rgb respectively. Width shift range, zoom range and height

shift range, all three are selected as 0.2. The target size of the

dataset is (256,256) and 1
255.0 is used for data scaling.

C. Model Architecture

Fig. 3 shows the overall model architecture for surface

anomaly detection. Six conv2D layers and six maxpooling2D

layers are used consecutively, then flatten layer, dense layer,

activation layer, dropout layer, and another dense layer is

used to get the final output result. In the activation layer, six

different types of activation functions including SGReLU are

used and the results are compared in the next section.

III. RESULT AND DISCUSSION

In the instance of anomaly detection for the surface

crack detection dataset, both training and test accuracy using

SGReLU have obtained satisfactory values, as shown in Fig.

4(a). After the 20th epoch, the test accuracy is 99.84%. In the

case of the designed SGReLU-based deep learning network,

both training and validation losses are presented in Fig. 4(b).

In Table I, SGReLU not only surpasses ReLU in terms of

accuracy, but it also significantly reduces binary cross-entropy

loss. The total time required by the SGReLU function-based

approach is likewise less than that required by ReLU. The

value of α was chosen 0.5 for the operation.

The performance comparison of different activation func-

tions in the surface crack detection dataset in terms of test

accuracy, test loss and time complexity are provided in Table

I. SGReLU has gained 99.6% top-20 average test accuracy

and outperformed other activation functions, such as ReLU,

LReLU, swish, ELU, and SELU, by 0.2%, 0.03%, 0.08%,

0.67%, and 0.35%, respectively. Furthermore, the top-20 av-

erage test loss is 0.0125 s in case of SGReLU which is less

than others. The computation complexity in case of SGReLU

is 10533 s which is also comparatively less than others.

IV. CONCLUSION AND FUTURE WORK

From the experimental results, it can be seen that SGReLU

function with a fixed hyper-parameter value of α = 0.5 has

outperformed different activation functions in case of vision

anomaly detection. SGReLU function has not only achieved
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the highest accuracy but also has maintained the lowest loss

as well as operational time in compared to others. In future,

SGReLU with various values of α using hyper-parameter

tuning or trainable parameter can be experimented for vision

anomaly detection to boost performance.
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Abstract—As an effective model to study aging, the budding
yeast Saccharomyces cerevisiae has revealed aging mechanisms
that are shared with human aging. Yeast cell lifespan can
be measured in replicative lifespans (RLS) - the number of
cell divisions from a single mother cell before dying. However,
counting yeast cell divisions from microscopic images is a tedious
task. Here, we address this challenge with computer vision object
detection. We compared two deep learning methods, YOLO and
MASK R-CNN to detect cells from microfluidic images. We
concluded that YOLO is more sensitive at detecting cells, whereas
MASK-RCNN is more informative on cell sizes. Therefore, both
methods are useful for automatic microfluidic image analysis.

Index Terms—machine learning, instance segmentation, cell
detection, cellular aging.

I. INTRODUCTION

Computer Vision (CV) approaches in recent years have

led to advancements in many fields including medical, civil,

surveillance, auto, etc [1]. There is a tremendous demand for

CV in healthcare as many diagnoses and disease treatments

rely on medical imaging [2]. Objects’ appearances in images

are associated with many features, most notably volume,

dimensionality, color, resolution, and moving object demeanor.

[3], [4].

This study analyses the effectiveness of CV techniques

for microfluidic cell detection (MFCD). In MFCD images,

cells are: visually extremely similar, extremely close together

(often sharing boundaries), and often overlap due to the image

being a map of 3 dimensions to 2 dimensions. These factors

make cell detection a challenging task. Other factors which

contribute to the difficulty of MFCD are uneven illumination,

low contrast, low resolution, out-of-focus images, and varying

foreground/background intensities [5]. The core task of object

detection in general and MFCD in particular is segmentation

- distinguishing object borders - into local and global regions

[6], [7]. MFCD images contain hundreds of cells to distin-

guish using CV segmentation methods. Precision is required,

especially in the identification of overlaps [8]. Segmentation

methods and models rely on image pixel characteristics as well

as sub-sectioning. Various methods and approaches have been

implemented to improve segmentation efficiency.

Many segmentation models are based on a convolutional

neural networks (CNNs). Based on preliminary literature ex-

amination, we chose two CNN-based models - You Only Look

Once (YOLO) [9] and Mask R-CNN [10] - to evaluate for the

task of MFCD.

YOLO uses a single CNN, predicts multiple bounding

boxes, and determines class probability for each available

image bounding box. YOLO is very fast and does not need

a complex pipeline, since it relies on regression analysis.

The model potentially runs at 45 frames per second (FPS)

without batch processing requirements - meaning it is also

capable of processing stream video in near-real-time. The

model uses a simple down-sampling method which has the

advantage of learning complex depth features of images using

residual blocks. [11] used YOLO-based system to achieve

99.7% accuracy detecting mass located in the breast. YOLO’s

main drawback is using bounding boxes (rather than extracting

204978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022
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Fig. 1. Microfluidic device and image pre-processing steps. YOLO and Mask
R-CNN are applied to partitioned microfluidic images. Each model’s output
yields object detection and feature extraction.

shape/contour details) in approximating target positions.

Mask R-CNN is an instance-segmentation method. It is a

regional CNN model that generates detected object masks, in-

creasing accuracy in contour detection and determining shape

information [12]. However, some problems were reported that

Mask R-CNN has a Resnet-101 [13] as its backbone which

makes it a deep neural network. Hence, it requires more

computational space for each training dataset. To address

this problem, modified Mask R-CNN (Resnet-86) uses fewer

backbone layers for vehicle and pedestrian detection [14].

Furthermore, [15] demonstrates that Mask R-CNN has poor

performance for segmentation in comparison to U-net.

Details of the comparison of YOLO to Mask R-CNN follow

in the remainder of this study. Section II addresses methods.

Section III compares and discusses the two methods. Section

IV summarizes the research.

II. METHOD

We used an Ubuntu 18.04.4 with Intel Xeon processor with

10 cores, 64GB of RAM, and nVidia RTX 2080 Ti GPU.

A. Dataset

The dataset is experimental results obtained from microflu-

idic HYAA chips [16]. Grayscale images were acquired by a

microscope (Olympus IX-81) equipped with a camera (Olym-

pus DP72 CCD). The temperature was set at 86◦F. 391 time-

lapse microfluidic images were taken at 10-minute intervals

over a 96-hour period. On average, each image contains 104

silicon-made traps with rows of 6 or 7 traps. (Fig.1). Since

the direct-object detection methods performed poorly on cell

detection due to microfluidic low image resolution (grayscale

1280x960), we cropped traps by partitioning images into sub-

images based on the number of available traps on each image.

This approach is an effective technique for improving accuracy

as well as generating more datasets without data augmentation.

B. Annotation process

We used 2 datasets. The first dataset (used for cell detection)

contained 100 training sub-images and 30 test sub-images.

The second dataset (used for feature extraction) contained 100

training sub-images and 40664 test sub-images. Sub-images

for the first dataset were randomly selected from a batch

containing a maximum of 5 cells per image.

We used ”Microsoft VoTT Tool” and ”Image-J” for image

annotation. Mask R-CNN annotation is polygon-based. YOLO

(bounding box) annotation format is [x,y,w,h], where (x,y) is

the bounding box centroid, w is the width, and h is the height.

Training-set sub-image dimension is 60X60. We used 60X60

and 512X512 sub-image size for the cell detection test dataset.

The larger images were made using cubic interpolation.

C. YOLO

YOLO takes an image and estimates a confidence level for

each detected object. YOLO’ strategy is to reframe object

detection as a single regression problem from image pixels

to bounding box and classification probabilities. Fig 2a shows

YOLO network architecture where the input image is 60x60,

scaled up to 448x448x1. The next section is the DarkNet

Architecture which is a CNN based on GoogleNet architecture

[17]. DarkNet transforms image dimensions from 448x448x1

to 7x7x1024. Further, 2 full-connected neural networks are

applied to the model with 2 outputs (2b): object bounding

box (including object score) and class probability. In the

entire YOLO network, the down-sampling of the network is

based on setting the convolution stride hyperparameter to 2

without applying the pooling layer. The loss function consists

of classification loss for the class probability and localization

loss for the confidence level and bounding box which are both

based on the squared error (sum).

[ht]

The improved version of this model is YOLOv2 [18],

YOLOv3 [19], and YOLOv4 [20]. This work mainly focuses

on YOLOv3, and all results are based on version 3 of this

model.

D. Mask R-CNN

Region-Based CNN (R-CNN) is used for semantic seg-

mentation and object detection and builds on other CNN

models. The baseline models - Fast R-CNN [21], Faster R-

CNN [22], and Fully Connected Network (FCN) [23] - are

robust, pliable, fast-training, and conceptually intuitive. Mask

R-CNN is based on Faster R-CNN. Mask R-CNN outperforms

traditional semantic segmentation models by offering instance

segmentation, including object mask. Fig 3 illustrates the

varieties of R-CNN architecture. The salient differences among

the models is summarized as follows.

In Fig 3a, multiple region features (size, shape, texture,

color) are determined via multiple deep CNNs (e.g., AlexNet

[24]) and fed separately to the bounding box offset regressor

and the support vector machine (SVM) object classifier. In Fig

3b, the CNN region output is consolidated with a Region-Of-

Interest (ROI) pooling layer. The consolidated data is fed to the

regressor and the classifier enabling association of class labels

to ROIs. In Fig 3c, multiple region proposals are eliminated in

favor of using the CNN output as input to a Region Proposal
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Fig. 2. YOLO architecture. (a) YOLO architecture with 60x60 image dimensions which scaled up to 448x448x1. The output contains bounding box information,
object score, and object class. (b) Minimizing bounding box error with the map of class probability.
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Fig. 3. Development of Region-Based Convolutional Neural Network archi-
tectures including (a) R-CNN , (b) Fast R-CNN , (c) Faster R-CNN and (d)
Mask R-CNN.

Network (RPN). Fig 3d illustrates Mask R-CNN modifications

to Faster R-CNN: ROI pooling is replaced with ROI alignment

and a fully convolutional network (FCN) is added to feature

analysis for determining object masks.

III. RESULTS AND DISCUSSION

A. Cell detection

This study assessed YOLO and Mask R-CNN object de-

tection performance with 60x60 and augmented 512x512 test

datasets. We trained YOLO for 200 epochs and Mask R-CNN

for 100 and 400 epochs. YOLO performance was evaluated

only with dataset augmentation; Mask R-CNN was evaluated

both with and without dataset augmentation.

Fig 4 shows detection results for both models. Ground truth

was 4 cells, Mask R-CNN detected an extra cell at the trap

Fig. 4. Model detection comparison for trap with 4 cells. Mask R-CNN
detected an extra cell. YOLO detection matched ground truth.

outlet (blue cell). This illustration is based on 60x60 image

dimensions, 200 epochs for YOLO, and 100 epochs for Mask

R-CNN without dataset augmentation.

Fig 5 shows Mask R-CNN detecting the correct number

of cells, but overestimating cell size. Dataset augmentation

enables Mask R-CNN to better estimate cell size.

Fig 6 illustrates dataset augmentation and 400 epochs im-

proving Mask R-CNN cell detection. The detected cell and

mask image counts are similar to the source image. In contrast,

YOLO detected 1 less cell than ground truth (purple cell).

Fig 7 illustrates the benefit of using larger images created

with cubic interpolation. Since YOLO and Mask R-CNN

are designed to detect objects at higher image resolution,

we supplemented the study with scaled-up images. Fig 7

represents detection accuracy differences due to image size.



Fig. 5. Detection with dataset augmentation. YOLO and Mask R-CNN
detection matched the ground truth. Dataset augmentation improved the
accuracy of mask area for Mask R-CNN.

Fig. 6. Modification of Mask R-CNN including YOLO detection error. Mask
R-CNN with augmentation and 400 epochs detected 4 cells (matched the
ground truth), and YOLO detected 3 cells.

The top-row images show similar results for Mask R-CNN and

YOLO with dataset augmentation and 400 epochs applied to

Mask R-CNN. The bottom-row shows YOLO detecting 2 cells

with an inaccurate bounding box (covering only half the cell

area). In this example, Mask R-CNN with data augmentation

and 400 epochs was more accurate than YOLO..

Fig. 7. Comparison of YOLO and Mask R-CNN with higher image resolution.
In the first row, modified Mask R-CNN and YOLO matched the ground truth
(2 cells). In the second row, YOLO detected a small portion of the cell below
the trap.
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Fig. 8. Cell area comparison for YOLO and Mask R-CNN. Orange/Gray
discrepancy illustrates Mask R-CNN detecting fewer cells.

B. Feature extraction

In this section, we evaluate the performance of YOLO and

Mask R-CNN on a dataset that contains 100 training images

and 40,664 test images. YOLO trained for 200 epochs and

Mask R-CNN trained for 400 epochs. Our dataset augmenta-

tion was used for both models. Features for both models are

’area’, ’total objects’, ’confidence’, and ’coordinates’.

Fig 8 shows cell size comparison using both models. YOLO

results are in gray, Mask R-CNN results are in orange. Yolo’s

average cell area is larger Mask R-CNN’s. YOLO’s average

cell size ranges from 80 to 100 pixels with confidence rate

from 10% to 100%. In contrast, Mask R-CNN’s average

detected cell size ranges from 50 to 80 pixels, and its detection

rate confidence ranges from 90% to 100%.

Fig 9 plots cell size variation versus detection counts for

sample traps 01, 20, and 60. for both models. YOLO results

show many same-size cells (represented as a row) which

indicates that YOLO is less accurate predicting cell size.

More variation with Mask R-CNN indicates greater accuracy

determining cell size.

Fig 10 shows total counts: 87,908 (YOLO) and 81,842

(Mask R-CNN).
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Fig. 9. Area variation for sample traps. YOLO is more accurate for larger
cell sizes and Mask R-CNN is more accurate for smaller cell sizes.
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Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

C. Models comparison

Performance metrics are calculated using equations 1, 2 and

3 where TP is true positives, TN is true negatives, FP is false

positives, and FN is false negatives.

Table I compares simple metrics for both methods. The

metrics for TP and FP indicate YOLO is more accurate for

cell detection with mAPs of 90.6% (YOLO) and 73% (Mask

R-CNN). Total cell detections indicate that YOLO is more

sensitive for object detection and has less variation in the cell

area.

Fig 11 compares mean average precisions (mAPs) for the

dataset comprising the first 30 images, indicating YOLO

fluctuates less than Mask R-CNN. YOLO cell area calculation

uses bounding boxes, decreasing accuracy.

In this work, we modelled cell area as ellipses and cal-

culated it using bounding box information. Both models had

the highest performance when there were 2 cells inside traps

and had poor performance when there were more than 3

cells inside traps. Mask R-CNN performed much better than

YOLO when the number of cells inside the trap is less than 3

cells. Although Mask R-CNN has a lower mAP, its cell area

detection is more accurate compared to ground truth. Since

Mask R-CNN generates masks, cell area accuracy is much

higher than YOLO.

TABLE I
MODELS PERFORMANCE COMPARISON

Metric YOLO Mask R-CNN

Cell

TP 74 53

FP 7 11

Precision 95.03% 85%

Recall 92% 82%

Total Detection 81 64

Total Image 30 30

mAP 90.6 % 73 %

Image
P

e
rc

e
n

ta
g

e
 

P
e

rc
e

n
ta

g
e

 

0

20

40

60

80

100

120

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

mAP (mask R-CNN)

0

20

40

60

80

100

120

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

mAP (YOLO)

Image

Fig. 11. mAP comparison for YOLO and Mask R-CNN.

IV. CONCLUSION

We evaluated two CNN models for detecting cells in

microfluidic images. YOLO and Mask R-CNN were trained

with 100 yeast microfluidic images, tested for object detection

on 30 images, and feature extraction on 40,664 images. The

results indicate that YOLO was more accurate for object

detection but was very sensitive to noise. Yolo also was less

accurate for area estimation.

To both generalize and summarize: YOLO appears useful

for feature extraction and object detection, but less-so for

cell area determination and produces extra unnecessary details

(noise). Mask R-CNN produces better estimates of area due

to its use of masking and can be improved with data augmen-

tation and increasing epoch count, which increases already

computationally expensive training.

This comparison implies that YOLO and Mask R-CNN are

both useful for automatic small object detection from medical

images. However, we emphasize the present study highlights

the need for further development of deep learning methods

to facilitate the analysis of time-lapse microscopic images

generated by microfluidic devices.
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AbstractÐPrior works in voxel-based Lidar 3D object detec-
tion have demonstrated promising results in detecting a variety
of road objects such as cars, pedestrians, and cyclists. However,
these works generally reduce the feature space from a 3D volume
into a 2D bird eye view (BEV) map before generating object
proposals to speed up the inference runtime. As a result, the
resolution of information in the z-axis is reduced significantly.
In this work, we hypothesize that augmenting the BEV features
with features obtained from a front view (FV) map may provide
a way for the network to partially recover the high-resolution
z-axis information. The augmentation allows object proposals
to be inferred in the BEV, maintaining the fast runtime, and
simultaneously improving the 3D detection performance. To
support our hypothesis, we design a multi-view attention module
that augments the BEV features with the FV features and conduct
extensive experiments on the widely used KITTI dataset. Based
on the experimental results, our method successfully improves
various existing voxel-based 3D object detection networks by a
significant margin.

Index TermsÐ3D object detection, Lidar point cloud, multi-
view attention

I. INTRODUCTION

Object detection is one of the most researched topics in

the field of computer vision. Various 2D object detection

networks with remarkable performance have been introduced,

owing to the advancements in deep learning, convolutional

neural networks (CNN), and transformers. However, 2D object

detection alone is often not sufficient for a machine, such as an

autonomous car, to operate in a real-world scenario. Objects in

the real world exist in the three-dimensional space, therefore,

3D information is required to plan safe maneuvers. Hence, a

robust 3D object detection technique is a crucial function for

an autonomous car.

3D object detection is often performed in a point cloud

obtained from a Lidar sensor. Recent deep learning-based

3D object detection networks for Lidar point cloud [13]±[17]

often consist of a preprocessing module, a feature extraction

backbone, a detection head, and in the case of two-stage

detectors, an additional refinement head.

* co-authors, † corresponding author
This work was supported by the National Research Foundation
of Korea (NRF) grant funded by the Korean government (MSIT)
(2021R1A2C300837011)

As Lidar measurements are often stored in an unordered list,

the preprocessing module needs to introduce spatial structure

to the data so that convolution operations can be applied. The

most commonly used preprocessing method is voxelization,

where the 3D point cloud space is discretized into non-

overlapping cuboids of identical sizes. The attributes of points

that lie in the same voxel are used as the feature vectors

of the voxel. A series of 3D convolutions are then applied

to the voxels, decreasing the spatial dimension of the voxel

volume from R
D×W×H to R

D′
×W ′

×1 where D, W, and H are

the voxel volume’s depth (x-axis), width (y-axis), and height

(z-axis), respectively. This feature extraction process can be

seen as a dimensionality reduction process from a 3D feature

volume to a 2D bird eye view (BEV) feature map.

There are at least two compelling reasons to choose a

2D BEV feature map as the final feature map. Firstly, ob-

ject proposals are predicted by applying a shared multilayer

perceptron (shared-MLP) to every feature vector in the final

feature space, either a 2D feature map or a 3D feature volume.

Consequently, performing such a process in the 3D space

requires a lot of computations, resulting in prohibitively slow

inferences. Secondly, the 2D BEV feature map is an excellent

choice of representation since objects of interest on the road

(i.e., Cars, Pedestrians, and Cyclists) do not overlap in the

BEV. This is not the case for the front-view map, where objects

may fall in a line such that farther objects are occluded by

nearer objects.

Although the 2D BEV feature map has desirable properties

in terms of inference speed and objects separations, the reso-

lution of information in the z-axis is significantly reduced. We

hypothesize that the accuracy of 3D bounding box proposals

generated from features with low-resolution z-axis information

should be lower compared to when high-resolution z-axis

information is available.

In order to provide high-resolution information z-axis in-

formation to the detection head while maintaining the 2D

BEV feature map shape, we propose a new front-view (FV) to

BEV feature augmentation via the multiview attention (MVA)

module. The MVA module consists of learnable functions that

robustly augment the BEV feature vectors with the FV feature

vectors that have high-resolution z-axis information at similar

210978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



locations. The augmented BEV features enable the detection

head to access high-resolution z-axis information, resulting

in the improvement of the 3D detection performance of the

network.

Our contributions can be summarized as follows:

• We propose a new framework for 3D object detection

where the BEV feature map is augmented with its FV

counterpart, thus enriching the BEV features with high-

resolution z-axis information.

• We introduce a new module termed multiview attention

(MVA) to augment BEV features with FV features. The

MVA module is designed to be compatible with any

3D object detection networks that use the popular 3D

voxel volume to 2D BEV feature map feature extraction

process. Therefore, any system that uses such networks

can experience improvement in its 3D detection per-

formance with only small updates in its code, limiting

the possibility of bug introduction on already-deployed

systems.

• We conduct evaluations on four popular existing 3D

object detection networks augmented with our MVA

modules on the widely used KITTI dataset. Evaluation

results show that our module successfully improves those

networks. In addition, we perform an ablation study

to figure out the effects of different architectures and

hyperparameters in the MVA module.

The remaining of this paper is structured as follows: we

discuss relevant prior works in Section II, introduce the

structure of 3D object detection with our MVA module in

Section III, discuss our experimental results in Section IV,

and conclude the paper in Section V.

II. RELATED WORKS

Various 3D object detection networks have been introduced

in recent years. In general, the existing networks can be

classified into three different categories based on their feature

extraction approach, i.e., voxel-based, point-based, or hybrid

approach.

A. Point-based

In the point-based approaches, the feature extractor of the

network is conditioned to learn directly from a set of raw

points without discretizing the point cloud as in the voxel-

based approach. To achieve this objective, networks such as

Point-RCNN [2] utilizes PointNet++ [3] to learn the point-

wise features. One advantage of using point-based feature

extractors is that they preserve high-resolution spatial structure

information of the points as there is no discretization process.

However, point-based approaches often suffer from expensive

computations as the number of points in a point cloud is often

enormous. Therefore, point-based methods are often slower

than their voxel-based counterparts.

B. Voxel-based

In the voxel-based approaches, points in a point cloud

are first discretized into non-overlapping cuboids of identical

sizes. The feature extractor is then conditioned to learn features

for each voxel according to the points that lie inside. The

voxel-based approach was first popularized by VoxelNet [4],

where the features of each voxel are learned by a voxel feature

encoder module. Meanwhile, SECOND [16] introduced the

use of sparse 3D convolution to replace the computationally

expensive 3D convolution operations, leading to a significant

improvement in the inference speed.

Recent voxel-based methods try to improve the training

scheme or the second stage network. For example, SE-SSD

[5] introduced the teacher-student learning scheme to train the

networks with soft targets, while Voxel-RCNN [13] proposed

a fast query technique to obtain voxel features to be used in

the second stage refinement.

C. Hybrid-based

Hybrid approaches use both the point-based and voxel-

based features to create rich feature vectors. PV-RCNN [14]

first extract the voxel features and BEV features by utilizing

the sparse 3D convolutions and 2D feature pyramid networks

(FPN) [6], respectively. In the second stage, the network

queries raw point features, voxel features, and BEV features

of the object proposals to refine the bounding box predictions.

Similarly, PVGNet [7] stacks together point-based features

from the raw points, voxel-based features from the voxel

feature volume, and grid features from the BEV feature map

to create enriched feature vectors. BtcDet [17] on the other

hand augments the raw point features and voxel features with

occupancy features predicted by an auxiliary network.

III. METHODOLOGY

In this section, the problem of 3D object detection in a

point cloud will first be defined. Following that, we explain

the common structure of voxel-based 3D object detection

networks that we used in our experiments. Last, we describe

in detail how our MSA module works.

A. Problem Definition

A Lidar point cloud P is defined as a set of Np points,

P = {p1, ...,pNp}. A point pi can be described as a feature

vector pi = [xi, yi, zi,f
raw
i ] ∈ R

3+Craw

with (xi, yi, zi) as

the 3D coordinates of the point and fraw
i is an additional

feature vector of Craw dimension that describes the point, such

as intensity, reflectivity, or ring information. An object m in a

point cloud can be described by its class sm and bounding

box bm. In most dataset, bm is constructed by using the

center coordinates of the object (xm, ym, zm), its dimension

(dm, wm, hm), and its yaw angle θm.

Using previously described notations, the basic objective

of the 3D object detection with a deep neural network is

to find the best parameters of a learnable function Φ that is

conditioned on the point cloud P to predict a set of classes S

and bounding boxes B of objects that are present in the scene.

The optimization objective becomes,

ΘMLE = argmaxΘ(P(S,B|P )), (1)
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Fig. 1. An overview of the general voxel-based 3D object detection networks with our proposed MVA module. We modify the common sequence of sparse
3D convolutions and 2D convolutions into a two-branch sparse 3D convolutions, 2D convolutions (FPN), and an MVA module.

and during inference, the learnable function Φ will produce

outputs,

Φ(P ) = {(ŝ1, b̂1), ..., (ŝMP , b̂MP )}. (2)

Note that the number of predicted objects Mp is not necessar-

ily equal to the number of actual objects (ground truths) M
that are present in the scene.

B. Voxel-based Framework for 3D Object Detection

In this work, we design our MVA module to be com-

patible with any 3D object detection network that uses the

popular voxel-based feature extractor. Figure 1 shows the

overall structure of a general 3D object detection network

with the addition of our MVA module. Traditional voxel-

based 3D object detection networks generally start with a

voxelization module, followed by 3D sparse convolutions and

2D convolutions, and finally a detection head that produces

object proposals. In the case of two-stage detection network,

object proposals from the first stage are used by the refinement

head to refine the bounding box proposals.

Voxelization As shown in Figure 1, a 3D object detection

network that uses voxel-based framework will first discretize

the point cloud P into non-overlapping voxels of equal sizes

which will results in a set of non-empty voxels V raw =
{vraw

1 , ...,vraw
Nv |vraw

i ∈ R
K×(3+Craw)}, where Nv is the

number of non-empty voxels and K is the predetermined

number of points in a voxel. As the original number of points

in a voxel, K0, varies, we apply zero-padding to create ºfakeº

points if K0 < K and random sampling if K0 > K. All

non-zero points that lie in the voxel vraw
i will be averaged

to create a single feature vector so that the voxels become

V mean = {fmean
1 , ...,fmean

Nv |fmean
i ∈ R

3+Craw}.

The non-zero averaging is used to reduce the effect of zero-

padding towards feature vectors in the subsequent layers. If the

voxels contain feature vectors from ªfakeº points, then an all-

zero feature vector from a ªfakeº point may be transformed

into a feature vector with non-zero values by any affine

transformation that we apply in subsequent layers. Such non-

zero feature vectors coming from non-existent points may be

considered as noises to our network. Performing non-zero av-

eraging guarantees that the mean feature vectors always come

from existing points. We can maintain the representativeness

of the mean feature vectors by setting the voxel size small

enough such that there are only small variances in the raw

feature vectors of the points inside each voxel.

Two-way Sparse 3D Backbone Convolution in the 3D

space is computationally expensive, especially when the op-

eration is performed on a large volume. To speed up the

process of 3D convolution, we leverage the fact that point

cloud data are often sparse and apply the widely used sparse

and submanifold 3D convolutions [11] that operate only on

the non-zero elements of the feature volume.

We define the spatial shape of a voxel volume V as the

number of voxels in each axis of the 3D coordinates that are

required to cover the region of interest in the point cloud. For

input voxels V mean with a spatial shape of Din×W in×Hin,

the sparse 3D convolutional backbone will produce two 2D

feature maps, FV and BEV. In our experiments, the default

spatial shape of the FV is 1 × W in

8 × Hin

2 , while the default

spatial shape of the BEV is Din

8 × W in

8 × 1. To create the

two maps, we apply two branches of sparse 3D convolutional

blocks, as shown in Figure 1. The upper branch is responsible

for the FV feature map, while the lower branch is responsible

for the BEV feature map.

The FV feature map has high-resolution in the z-axis, the

BEV feature map has high-resolution in the x-axis, and both

feature maps have the same dimension in the y-axis. Therefore,

combining FV features to the BEV features based on their

212



Fig. 2. MVA with Dot Product Attention

Fig. 3. MVA with Affine Transformation

location on the y-axis should yield meaningful features that

contain high-resolution z-axis information while still maintain-

ing the BEV shape. The combination procedure is explained

in detail in the Multiview Attention Module subsection.

2D Convolutional Backbone, Detection Head, and Re-

finement Head After obtaining both FV feature map and BEV

feature map via two-way sparse 3D convolutions, the BEV

feature map is further processed with a 2D feature pyramid

network (FPN) [6] as in recent 3D object detection networks

[13]±[16]. The 2D FPN enables the network to capture global

structural relationships between the BEV features. The FPN

output of BEV feature map is subsequently augmented with

the FV feature map by leveraging our proposed MVA module.

The details of this combination process are explained in

the next subsection. Given the augmented BEV feature map

from the MVA output, the detection head performs 1 × 1
convolutions on each feature vector fBEV

i on the map to

predict its class, si and bounding box proposal bi. In the case

of two stage detectors, the bounding box proposals are further

refined by the refinement head by leveraging features from

different sources such as raw points, voxels, and BEV map.

C. Multiview Attention Module

An object in the 3D space should occupy the same y-axis

coordinate in both FV and BEV. In other words, FV and BEV

features that lie on the same y-axis coordinate should represent

the same objects and environments. We leverage this fact to

augment the BEV features with the FV features. Given an

FV feature map fFV of size Hout × W out × Cout and a

BEV feature map fBEV of size Dout × W out × Cout, the

MSA module takes the features residing on the i-th index of

the y-axis, fFV
i ∈ R

Hout
×Cout

and fBEV
i ∈ R

Dout
×Cout

,

and combine the two features together to make the augmented

BEV features fBEV ′

i ∈ R
Dout

×Cout

. We provide two ways of

combining the features, via dot-product attention mechanism

or via a single affine transform block applied to the FV

features.

MVA with Dot Product Attention The process of con-

structing the augmented BEV features fBEV ′

i , shown in

Figure 2, can be described as transforming a sequence of

feature vectors fFV
i of length Hout into a new sequence fFV ′

i

of length Dout. The transformed sequence is combined with

another sequence fBEV
i of length Dout via an aggregating

function such as a summation. For the dot-product attention,

we design the dimension size of fFV
i channels to be the same

as fBEV
i channels, CBEV .

The dot product attention mechanism has been widely used

for sequence-to-sequence transformation. In recent years, the

multihead variant of the dot product attention mechanism was

popularized by [8] in the natural language processing domain

and [9] in the computer vision domain. In this work, we utilize

the multihead attention mechanism, defined as,

MHA(Q,K, V ) = Concat(h1, ..., hNh)W out, (3)

where,

hk = Att(fBEV
i WQ

k ,fFV
i WK

k ,fFV
i WV

k ), (4)

Att(Q,K, V ) = softmax(
QKT

√
dk

)V, (5)

dk = CBEV /Nh, and Ws are learnable weight matrices.

Intuitively, the attention mechanism figures out the impor-

tance of each element in fFV
i with regard to fBEV

i in the

form of a weight matrix via softmax and scaled-correlation

of the two. The weight matrix is then used to construct a

new sequence fFV ′

i from fFV
i values but in the shape of

fBEV
i . Combining the sequence of feature vectors fFV ′

i with

fBEV
i via an aggregation function, in our case a summation,

will result in an augmented BEV feature vectors fBEV ′

i . The

augmented BEV feature map provides a way for the detection

head to access high-resolution z-axis information that is not

available with only a BEV feature map.

MVA with Affine Transform The dot-product attention

mechanism requires at least three different affine transform

blocks per head and requires large memory space as ob-

served in many transformer-based architectures. We provide

an alternative solution where we only use a single affine

transform block without dot product operation between the

sequence of feature vectors, as shown in Figure 3. In this case,

fFV
i is directly transformed into fFV ′

i , which has the same

shape as fBEV
i , by a single layer of affine transformation.

This mechanism can be seen as a location-based attention

introduced in [18]. This alternative is more efficient compared
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TABLE I
EVALUATION RESULTS OF VARIOUS 3D OBJECT DETECTION NETWORKS WITH AND WITHOUT THE PROPOSED MVA MODULE ON THE KITTI val SET. THE

VALUES ARE FOR %AP WITH 11 SAMPLING POINTS. FOR NETWORKS WITH MVA, THE SECOND ROW INDICATES THE PERFORMANCE DIFFERENCE

COMPARED TO THE ORIGINAL NETWORK.

Car Pedestrian Cyclist
Mean

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

Voxel-RCNN [13] 89.21 83.41 78.60 67.19 60.65 55.16 85.73 72.21 68.46 73.40

Voxel-RCNN with MVA
89.77
+0.56

84.06
+0.65

78.99
+0.39

67.02
-0.17

61.25
+0.60

55.41
+0.25

86.28
+0.55

72.42
+0.21

68.51
+0.05

73.74
+0.34

PV-RCNN [14] 89.33 83.61 78.71 63.10 54.82 51.77 86.06 69.48 64.54 71.27

PV-RCNN with MVA
89.17
-0.16

84.58
+0.97

78.66
-0.05

65.44
+2.34

57.97
+3.15

53.80
+2.03

86.36
+0.30

72.68
+3.20

69.25
+4.71

73.10
+1.83

PV-RCNN++ [15] 88.88 79.04 78.26 64.00 59.40 54.49 86.76 66.94 65.69 71.50

PV-RCNN++ with MVA
89.06
+0.18

83.56
+4.52

78.35
+0.09

65.14
+1.14

61.60
+2.20

55.96
+1.47

86.84
+0.08

67.31
+0.37

65.50
-0.19

72.59
+1.09

SECOND [16] 88.61 78.62 77.21 56.54 52.98 47.73 80.58 67.13 63.10 68.06

SECOND with MVA
88.93
+0.32

79.11
+0.49

77.88
+0.67

61.75
5.21

55.92
+2.94

49.99
+2.26

85.57
+4.99

70.44
+3.31

64.86
+1.76

70.49
+2.43

TABLE II
MEAN OF THE %AP DIFFERENCE BETWEEN NETWORKS WITH MVA AND THEIR ORIGINAL NETWORK

Car Pedestrian Cyclist

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

+0.23 +1.65 +0.27 +2.13 +2.22 +1.50 +1.48 +1.77 +1.58

+0.72 +1.95 +1.61

to the dot-product attention mechanism, however it has lower

model capacity. We show the effects between utilizing dot-

product attention and affine transform in the ablation study.

IV. EXPERIMENTAL SETUPS AND RESULTS

In this section, we will describe the dataset that we used

to conduct our experiments and list all implementation details

that are needed to reproduce the experimental results. We then

show and discuss our evaluation results on the validation set.

A. Dataset

In this work, we utilize the widely used KITTI dataset [1]

for 3D object detection with Lidar point cloud. The KITTI

dataset is one of the earliest and most popular datasets for

3D object detection in Lidar point cloud. The dataset contains

7,481 Lidar frames for training and 7,518 Lidar frames for

testing. There are three major classes in the dataset: Car,

Pedestrian, and Cyclist. For every object sample of each class,

we can assign a difficulty level, i.e. easy, moderate, or hard,

depending on the level of occlusions of said object.

As the annotation for test set is not publicly available, we

split the training data into train split with 3,712 frames and

val split with 3,769 frames. We follow the commonly used

protocol for splitting the KITTI training data [10] such that the

frames in the train split and val split originate from different

sequences. We perform extensive evaluations on the val set,

not the test set, as per KITTI’s official rules for works that are

a modification of existing techniques.

B. Implementation Details

We set the number of epochs as 80, batch size as 4, and

use Adam [12] as the optimizer. The one cycle scheduler is

used to control the learning rate, where the maximum learning

rate, 0.01, is set to be achieved at about halfway through the

training. For all networks, we define the voxel size as 5cm×
5cm×10cm for the x, y, and z axis, respectively, and limit the

detection range to be 0 ∼ 70m for the x-axis, −40 ∼ 40m for

the y-axis, and −3 ∼ 1m for the z-axis relative to the position

of the Lidar sensor on the ego car.

To make fair comparisons between networks with MVA and

their original counterparts, we retrain the original networks

using the publicly available code with the same hyperparame-

ters as the ones with MVA modification. We also refer to the

original publication of each network for the loss functions.

C. Main Results

Table I shows the evaluation results of various voxel-

based 3D object detection networks with and without the

proposed MVA module on the val set of the KITTI dataset.

We choose to use the dot-product MVA module with 8 heads

following the ablation results, which is explained in details

in the next subsection. As shown on the table, our MVA

module improves the 3D detection performance of voxel-based

3D object detection networks in general. More specifically,

our module improve the detection performance of all four

networks by 0.72% for car class, 1.95% for pedestrian class,

and 1.61% for cyclist class, as shown in Table II.

It is interesting to note that the improvements in both pedes-

trian and cyclist classes are higher compared to the improve-

ment in the car class. This phenomena can be explained by

the bounding box dimensions of the objects on the road. Cars

in general have similar shapes and sizes as car manufacturers

have to follow existing regulations, therefore, their bounding

box dimensions are similar for all samples in the dataset. On
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TABLE III
COMPARISON BETWEEN DOT-PRODUCT AND AFFINE TRANSFORMATION MVA MODULES WITH VOXEL-RCNN-MVA

Car Pedestrian Cyclist Overall Inference
Time (ms)Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

Dot Product 89.77 84.06 78.99 67.02 61.25 55.41 86.28 72.42 68.51 33.6

Affine Transform 89.60 83.97 78.88 65.56 60.05 54.97 84.95 72.25 68.22 30.4

TABLE IV
EFFECTS OF THE NUMBER OF HEADS IN THE DOT-PRODUCT MVA MODULE WITH VOXEL-RCNN-MVA

Number of
Heads

Car Pedestrian Cyclist Overall Inference
Time (ms)Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

4 89.65 83.96 78.91 65.05 58.70 52.89 85.90 72.38 68.48 33.1

8 89.77 84.06 78.99 67.02 61.25 55.41 86.28 72.42 68.51 33.6

16 89.37 83.72 78.75 66.14 60.06 55.22 92.07 73.25 69.30 33.8

the contrary, pedestrians and cyclists have varying bounding

box dimensions, particularly in the z-axis due to the variance

in people’s heights. As such, the importance of obtaining high-

resolution information in the z-axis from the FV features is

far greater for predicting bounding boxes of pedestrians and

cyclists compared to bounding boxes of cars.

D. Ablation Study

We conduct ablations on the Voxel-RCNN network for two

aspects: the differences between the two MVA modules and the

number of heads in the dot-product MVA module. As shown

in Table III, the dot-product MVA module performs better

compared to the affine transformation MVA module in terms

of %AP. However, this method has a slower overall inference

time of about 3.2ms (10.5%). This phenomena is expected,

and has been previously explained in Subsection 3.C.

Another hyperparameters that can affect networks perfor-

mance is the number of heads in the dot-product MVA module.

Table IV shows the effects of number of heads on the network

performance. As expected, the processing time gets slower

when the number of heads is increased. However, higher

number of heads does not necessarily means the network has a

better performance in terms of %AP. We find that the network

performs optimally when we set the number of heads as 8.

Note that the original Voxel-RCNN has an overall inference

time of 29.6 ms, meaning that utilizing the two-way 3D sparse

convolutions and either the affine transform MVA or dot-

product MVA only adds 0.8 ms (2.7%) or 4 ms (13.5%) to

the overall inference time, respectively.

V. CONCLUSIONS

We present the Multiview Attention Module (MVA) for 3D

object detection that augments a bird-eye-view (BEV) feature

map with features from a front-view (FV) feature map. The

feature augmentation process enable the detection head to

obtain high-resolution information in the z-axis while still

allowing object predictions to be made on the BEV. As such,

we successfully maintain reasonable inference speed while

simultaneously improve the 3D detection performance. Based

on the experimental results on the KITTI val set, our MVA

module successfully improve the detection performance of

all four voxel-based networks that we evaluated, proving the

effectiveness and the adaptability of the MVA module.
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AbstractÐIn deep convolution neural network based models
for semantic segmentation, diverse receptive fields improve the
performance by capturing disparate context information. Multi-
scale inference is good for both thin and large objects. However,
the final result is not optimal through averaging or Max pooling
combination. In this paper, we propose an approach to take
advantage of multi-scale predictions. Our uncertain-pixels part
discovers the worse prediction of a low scale and chooses the
complement from a high scale. The final output is effectively
merged from two scales. We validate our proposed model with
a series of experiments on different datasets. The results achieve
the accuracy and speed for real-time semantic segmentation. On
Cityscapes dataset, our network achieves 76.3 % mIoU at 50 FPS,
and on Mapillary, 42.6 % mIoU.

Index TermsÐMulti-scale, semantic segmentation, real time.

I. INTRODUCTION

In the age of artificial intelligence (AI) advances and the

high qualities of modern computers and cameras, several

applications in the fields of robot vision and self-driving cars

have remarkable developments. Semantic segmentation plays

an important role in the input information of the autonomous

system. It is utilized to recognize and understand what is in the

image at pixel levels. This method assigns labels to specific

regions of an image. The performance has been directly

affected by accuracy segmentation and inference speed.

In the semantic segmentation revolution, we briefly review

the proposed approaches after the deep learning emergence.

The Fully Convolution Networks (FCNs) [1] pioneer the way

to build the deeper structures of models. The method extracts

image features through hierarchical convolution layers after

utilizing the last one to predict the segmentation. At that time,

the output results have reached an excellent benchmark and

significantly impacted the field. Characteristics of the final

layer are deep features and low resolutions. To overcome low

resolution drawback, DeeplabV3 [2] enrich spatial contextual

information by deploying dilated convolutions with flexible

rates. Another problem of FCNs, the gradient values are

gradually inclined to zeros, so the process suffers the loss

of importation details. Skip connections are introduced and

provide an alternative path for the gradient by adding infor-

mation of lower layers to higher layers [3]. The combination

of multiple skip connections and multi-dilated convolutions

enhanced accuracy [4].

Throughout the improvement of semantic segmentation,

novel methods concentrate on enhancing the accuracy and

speed inference. Early, they address the problem of segmen-

tation in class categories. They propose region-based object

detectors with scanning-windows part models and global ap-

pearances to obtain quality object segmentation [5], a com-

bination of regions and convolution neural network (CNN)

to boost the performance [6], room-out the regions to obtain

a higher resolution in [7], and exploit a multi-region to rich

representation [8]. The accuracy is gradually improved over

time. Later, innovative approaches focus on real-time semantic

segmentation with high accuracy. To attain real-time, we need

to deal with spatial information for high accuracy as well.

The rich spatial information is captured by a new design

with a small stride [9], an effective fast attention with cosine

modification [10], and incorporation between high-resolution

global edge and low resolution [11]. In these ways, we can

achieve 74.4 % at 72 FPS on Cityscapes dataset or 68.4 %

with 105 FPS on COCO datasets. When features have high

resolution, multi-scale inputs are proposed to capture diverse

context information [12], [13].

In this paper, we propose multi-scale synergy approach

for real-time semantic segmentation. We use two different-

size inputs. One is remaining as a high scale, and the other

is downsampling by 2 as a low scale. In order to leverage

advances from both scales, we deploy the uncertain-pixel

determination that detects the bad prediction of the low scale

and effectively fuses the predictions from two scales. We

achieve high results on Cityscapes 76.3 mIoU and 50.1 FPS,

and on Mapillary 42.6 mIoU.

II. RELATED WORKS

Semantic segmentation demands spatial information to re-

solve fine detail. When the resolution is high, it causes the

receptive field to be shrunken. In this case, the receptive field

is small, it is hard to cover the whole context of large objects.

It leads the bad prediction for large objects. Many approaches

are proposed a contextual combination from multiple scales.

Multi-scale context can be obtained from various levels of

pyramid pooling [14] or different rates of dilation [15]. In [16],

author builds the architecture with two different-size inputs.

The small scale is used to get contextual information and the
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others are used for generating spatial detail. An image cascade

network with multi-resolution branches is proposed in [17].

The score maps of multiple scales are combined by averaging

or max-pooling methods to generate the final output. With the

average method, each pixel value is the result of an average

combination between a pair scale or all scales. It leads to the

problem of combining the best predictions with poorer ones.

Instead of selecting only one of N scales like Max-pooling,

We propose a novel method to combine two scale inputs via

the uncertain-pixel determination part. The uncertain-pixel part

keeps the best prediction of the low scale and improves the

uncertain parts through the high scale complement.

III. METHOD

In this section, we introduce three main parts. The uncertain-

pixels determination for low scale segmentation is described

in section III-A. An overview of the proposed architecture is

shown in section III-B. Lastly, we will represent the optimiza-

tion function III-C

A. Uncertain-pixels determination for low scale segmentation

Label

pred

un_pred

Img

Fig. 1: Illustrate uncertain masks of the prediction. The

rows are images, labels, prediction masks and uncertain-

pixels masks of the prediction, top to bottom respectively.

The uncertain pixels are pixels at prediction which have high

probabilities of wrong labels. The white color indicate the

uncertain areas.

In general, the semantic segmentation of large objects in

the image such as buildings, sky, or trucks always have

good predictions, contrast narrow objects like poles, fences,

traffic lights, etc. will have low precision. Moreover, object’s

boundaries are the most uncertain prediction. To achieve high

accuracy, we intend to deal with the precision of narrow

objects and boundaries.

In the networking, the trunk generates separately the final

map for each scale, including N classes channels of the

datasets. We subtract the chosen final segmentation by one

to produce º1-segmentation layersº or uncertain layers. The

pixel’s values of the uncertain layers are depended on those

of the final segmentation layers. Pixels at the object’s body

have one probability much higher than the others, but pixels

at the boundaries will have at least two high probabilities

which are nearly equal. For clear understanding, we make a

prediction step for an explanation. Fig. 1 includes images,

labels, prediction masks, and uncertain-pixels masks. The

final layers are predicted to generate prediction masks. The

uncertain masks are utilized to determine which parts have of

the prediction have high probabilities of wrong labels.

In our proposed method, the uncertain masks are generated

from the lower scale. The low scale predicts good results with

large objects, especially near the screen. The fourth row in

Fig. 1 shows that the uncertain areas have a white color and

locate at boundaries and far away from screens. The main

function of this mask tweaks the high scale to more focus on

the white color.

B. Proposed structure

Fig. 2 illustrates the proposed architecture, including three

main components. Firstly, there are two scales as inputs. The

low scale is 0.5x and the other is 1.0x. Second, we utilized

the model Deeplabv3+ with ResNet-50 as trunk. The shared

weighted model employs for generating score maps for all

scales. Lastly, the combination of two scales is demonstrated

in the dash-line box which is executed in pixel-wise levels.

We visualize the combination part for obviously understand-

ing, depicted in the red box. N classes channels, generated

by trunk, are passed through the Max function to predict the

segmentation label for each location. As mentioned above, the

segmentation of a low scale is focused on the near screen.

It achieves good precision with large objects such as roads,

cars, but it gets worse for small objects, shown in the red box

of Fig. 2. Inversely, the segmentation label of a high scale

has a better result at a far screen. The primary hinder of

the high scale is not covering the whole necessary context

of large objects, especially large objects near the screen. Our

target is to take advantage of both scales. Instead of utilizing

max pooling or average pooling methods for the combination,

we deploy an uncertain-pixels determination for the network.

The uncertain mask is produced from a low scale. This mask

detects precarious labels of the low scale, assigned in white

color in the mask. The white color appears at the far screen,

small objects, and particularly at the object’s boundaries. The

white color indicates attentive locations and the others are

non-attentive. The uncertain mask will select which parts

of the high scale mainly contribute to the final output. The

contributions by multiplying between the uncertain mask and

the high scale are object’s boundaries, small objects, and far

screen objects. conclusively, the advance of the uncertain mask

leverages all best predictions and almost neglects the worst

prediction of the high scale.

In our proposal, the weight output is excellently merged

by two scales. The objects on the far screen are mainly

contributed from both scales. The final segmentation map is

calculated as equation 1.

S = U(Slo) + Shi ∗ U(1− Slo) (1)
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Fig. 2: Structural diagram of the proposed multi-scale synergy approach. The red box is prediction step for explanation. In the

uncertain-pixel mask, the white color indicates a high value, and the dark color is small value.

where S and U are the semantic segmentation and the

bilinear umsampling operation, respectively. Two input scales,

ºloº denote as low and ºhiº is high scale.

C. Optimization

We use Stochastic Gradient Descent (SGD) for our opti-

mizer. SGD performs frequent updates with a high variance

that cause the objective function to fluctuate heavily. SGD

in contrast performs a parameter update for each training

example xi and label yi:

θ = θ − η∆θJ (θ;xi; yi) (2)

where θ is stochastic gradient decent, ∆θ and J (θ) are

gradient of the objective function and an objective function

For loss computation, we utilize a Cross-Entropy to calcu-

late the losses. The Cross-Entropy is measured how accurate

the model is in predicting the data shown in equation 3.

L =
1

N

N∑

i = 1

(−yi log(pi)) (3)

where L and N are the loss and the size of dataset,

respectively. pi denotes the segmentation predicted probability,

and yi is true labels.

The last formula, intersection over union (IoU) is an evalua-

tion metric used to measure the accuracy of an object detector

on a particular dataset shown in equation below.

IoU =
|Target ∩ Prediction|

|Target ∪ Prediction|
(4)

IV. EXPERIMENTS

In experiments, we use the following standard measures:

mini-batch stochastic gradient descent (SGD) for the opti-

mizer, cross-entropy loss function, intersection of union (IoU),

and fame per second (FPS). We trained the model on an Nvidia

Titan X with 12GB of GDDR5X memory for the Cityscapes

dataset, and a GeForce RTX 3090 with 24GB of G6X memory

for Mapillary. We train for 150 epochs with a batch size of 2

per GPU, a momentum of 0.9, weight decay of 5e−4, and a

batch size of 2 per GPU. With an initial learning rate of 0.01,

we use a polynomial learning rate.

A. Cityscapes dataset

Cityscapes dataset consists of 5,000 images with 19 seman-

tic classes captured from 50 different countries. The resolution

is 2048 x 1024 pixels. The whole dataset is partitioned into

three sets training, validation, and test. There are 2,979 images

in the training set, 500 images in the validation set, and 1,525

images in the test set.

In Table I , we demonstrate the class-accuracy compari-

son. The performance displays a reasonable balance between

thin objects and large objects compared to Previous SOTA

methods. Our proposed model achieves 76.3 % mIoU. In

Table II, the results show that our model outperforms existing

approaches for segmentation accuracy while still achieving

real-time implementing efficiency. Although FANet [10] has

a faster speed than ours, our proposal gets 1.3 mIoU greater

than them in an accuracy improvement. conclusively, Our ap-

proach performs effectively in terms of accuracy and speed on

Cityscapes dataset. Qualitative results are visualized in Fig. 3a

B. Mapillary Vista

Mapillary Vista is a large dataset collected from city streets

around the world. It consists of 25,000 images with 66 object

categories, and the images have various resolutions. Due

to large number of classes and high resolution, images are

cropped to 2177x1632 pixels to reduce the computation and

memory requirement.

In this section, we evaluate and compare the segmentation

accuracy with other methods such as AGLNet [25], DAB-

Net [21], RGPNet [27]. With 66 classes, our approach still

catches 42.6 mIoU for segmentation accuracy. Table III show

that our method surpasses other approaches, particularly DAB-

Net. Finally, Qualitative results are visualized in Fig. 3b
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Method Road swalk build wall fence pole tlight tsign veg. terr sky pers rider car truck bus train mcle bicle mIoU

CGNet [18] 97.7 81.0 89.8 42.5 48.0 56.2 59.8 65.3 91.4 68.2 94.2 76.8 57.1 92.8 50.8 60.1 51.8 47.3 61.7 68.0

EDANet [19] 97.8 80.6 89.5 42.0 46.0 52.3 59.8 65.0 91.4 68.7 93.6 75.7 54.3 92.4 40.9 58.7 56.0 50.4 64.0 67.3

ESPNet [20] 97.3 78.6 88.8 43.5 42.1 49.3 52.6 60.0 90.5 66.8 93.3 72.9 53.1 91.8 53.0 65.9 53.2 44.2 59.9 66.2

DABNet [21] 97.8 80.7 90.2 47.9 48.1 56.4 61.8 67.0 92.0 69.5 94.3 80.3 59.2 93.7 46.0 57.1 35.0 50.4 66.8 68.1

CFPNet [22] 97.8 81.4 90.5 46.4 50.6 56.4 61.5 67.7 92.1 68.9 94.3 80.4 60.7 93.9 51.4 68.0 50.8 51.2 67.7 70.1

RELAXNet [23] 98.94 84.9 92.2 57.2 54.8 64.3 70.6 74.0 93.0 71.8 94.8 83.7 64.4 95.1 58.6 72.7 58.2 59.9 71.8 74.8

DSANet [24] 96.8 78.5 91.2 50.5 50.8 59.4 64.0 71.7 92.6 70.0 94.5 81.8 61.9 92.9 56.1 75.6 50.6 50.9 66.8 71.4

FANet [10] 97.9 83.3 91.6 55.5 55.1 60.3 66.2 74.9 91.7 61.8 94.7 78.5 58.1 94.1 76.8 85.1 74.5 50.7 73.9 75.0

AGLNe [25] 97.8 81.0 91.0 51.3 50.6 58.3 63.0 68.5 92.3 71.3 94.2 80.1 59.6 93.8 48.4 68.1 42.1 52.4 67.8 70.1

Ours 97.9 83.9 92.0 60.1 60.2 59.4 63.6 74.6 91.8 61.9 94.3 78.6 59.6 94.2 80.1 87.1 75.3 62.56 73.3 76.3

TABLE I: Class-accuracy comparison on the Cityscapes dataset. List of classes from left to right: road, side walk, building,

wall, fence, pole, traffic light, traffic sign, vegetation, terrain, sky, person, rider, car, truck, bus, train, motorcycle, and bicycle.

Method Resolution mIoU FPS

AGLNet [25] 512 × 1024 70.1 52
FANet [10] 1024×2048 75.0 72
ICNet [17] 1024x2048 67.7 38
BiseNet [9] 768×1536 74.8 47
SwiftNet [26] 1024×2048 75.4 40
Ours 1024x2048 76.3 50

TABLE II: Accuracy and speed comparison of proposed

method against other SOTA methods on Cityscapes.

Method Resolution mIoU

AGLNet [25] 1024x2048 30.7
DABNet [21] 1024x2048 29.6
RGPNet [27] 1024×2048 41.7
Ours 2177x1632 42.6

TABLE III: Accuracy comparison of proposed method against

other SOTA methods on Mapillary Vista.

V. CONCLUSION

In this work, the multiple scales help capture the con-

textual information at different receptive fields. We propose

an uncertain-pixels determination which brings an effective

way to combine multiple scales at element-wise levels. Our

approach shows the improvement in segmentation accuracy

while still achieving real-time implementing efficiency. Due

to the hardware limitation, we just use a lightweight network

for our method. In the future, we will implement on a heavy

network to enhance the accuracy.
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Abstract—Image inpainting is a classic technique in computer
vision research. The quality of image inpainting has improved
significantly since the advent of convolutional neural networks.
However, this approach generally results in blurry and semanti-
cally inconsistent reconstruction because of operating valid and
invalid pixels with equal weight. The gated convolution computing
feature attention is proposed to resolve this issue but this attention
mechanism was less efficient and computationally expensive. This
study proposed CIAFill that alleviates this problem using channel
independent attention. This mechanism applied channel attention
to each channel for activating valid channels and reduced
the computational cost to the dimension of the channel. The
proposed architecture included a channel attention generator and
a channel attention projection PatchGAN that utilize the channel
independent attention mechanism. This study proved that CIAFill
could successfully train the inpainting model with 1/1600 smaller
gating parameters than the earlier gated convolution-based
study. CIAFill achieved comparable performance to other feature
attention-based approaches in the experiments on CelebA-HQ
and Places2 datasets.

Index Terms—inpainting, attention module, generative adver-
sarial net

I. INTRODUCTION

An image inpainting task involves reconstructing occluded

or blank regions to make images plausible by referring to

information in surrounding regions. This is a popular task in

the field of computer vision and image processing [1]–[3],

because corruptions by noise and occlusions frequently occur

in real-world [4]–[7].

The performances of image inpainting have been signifi-

cantly improved with the advent of deep learning technolo-

gies [8], so most recent image inpainting techniques are based

on deep convolutional neural networks (CNN) [9]–[12]. CNN-

based networks trained by massive data can reconstruct highly

structured regions including complex semantics—faces, hands,

and buildings—because the learning paradigm of CNN in-

volves analyzing the pixel-wise data distribution from training

data [13]–[15]. However, CNN-based inpaintings commonly

generate implausible results, such as blurry texture, appar-

ent color discrepancy, and abnormal edges around erased

This work was supported by Institute of Information and communications
Technology Planning and evaluation (IITP) grant funded by the Korea govern-
ment (MSIT) (2021-0-00537, Visual common sense through self-supervised
learning for restoration of invisible parts in images).

regions [16]. These errors occur because the CNN filters

indiscriminate to both valid and invalid regions [17].

Fig. 1. Architecture of three attention mechanims. (a): feature attention, (b):
channel attention, (c): channel independent attention.

The gated convolution (GC) in DeepFill v2 adopts feature

attention in each core block to address this problem and

filters out pixels interfering with reconstruction [16]. GC-based

architectures [16], [18]–[20] can generate more detailed results

than earlier CNN-based approaches in irregular masks [9]–

[11], but the performance improvement of feature attention has

been negligible compared to the effect of other vision tasks

such as image recognition [21]–[23].

The channel attention can improve its performance better

than that of the feature attention for high-speed computation

and lightweight [24], [25], as shown in Fig. 1(b) and (a),

respectively. Although this technique used fewer parameters

than the earlier feature attention technique, its performance

improved significantly. However, channel attention for such

inpainting is still inefficient because two things are not con-

sidered: 1) the destruction of direct correspondence between

channels and weights owing to changes in the channel dimen-

221978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



sion and 2) computational amount owing to the total coupling

between channels [20], [22], [25].

To address these issues, this paper proposes channel in-

dependent attention (CIA) in Fig. 1(c). The proposed CIA

focuses on the channels of the current features, activates valid

channels, and reduces the parameters required for computing.

This paper also proposes a CIAFill architecture that includes

a channel attention generator (CAG) and a channel attention

projection PatchGAN (CAPP). CAG is a generator that adopts

CIA blocks as core modules and requires fewer parameters

to adopt the gating concept than the earlier approaches [16],

[20]. CAPP is an attention-guided discriminator that also

adopts CIA blocks as core modules to boost the quality of

reconstructed results.

II. RELATED WORK

A. Convolution structure for inpainting

[9] presented deep learning-based inpainting utilizing a

CNN with a generative adversarial network (GAN) [26].

Following this study, the use of CNN with GAN has be-

come mainstream in inpainting research [10], [11], [16], [17].

However, because of the limitation of semantic understanding,

CNN-based methods commonly yield blurry reconstruction

results in complex scenes.

[17] investigated the reason for the blurry results from

the CNN-based inpainting models. This study revealed that

convolutional filters were spatially shared for all input pixels

or features, leading to a blurry reconstruction. This implied

that the invalid pixels or features in the region, such as

holes, propagated the meaningless information to surrounding

regions and generated blurry results. To address this problem,

[17] proposed a partial convolution (PC) mechanism that

considers only valid pixels for reconstruction by masking

invalid pixels and renormalizing. However, this model was

stacked by PC, layer to layer, and invalid pixels gradually

converted to valid pixels through training; nevertheless, these

valid pixels were neglected.

[16] suggested GC utilizing feature attention. The GC

provided information for each layer from its previous layer

using the feature-wise product. Because of its effectiveness

in extracting valid features from its previous layer and the

capability to utilize user sketch input to guide the results, GC

has been widely used in recent inpainting [18]–[20].

[20] suggested three types of light weight gated convo-

lution (LWGC) - depth-separable LWGC (LWGCds), pixel-

wise LWGC (LWGCpw), and single-channel LWGC (LWGCsc)

- for lightweight inpainting and synthesizing high-resolution

images. These models reduced the number of parameters but

did not outperform GC.

B. Channel attention mechanism

Channel attention has been proposed in image recognition

tasks to alleviate the high computation of feature attention

[22], [24], [25], [27]. The squeeze-excitation module improved

the recognition performance compared to general convolution

by compressing and re-activating the channel [24]. The

gather-excite module was proposed for a lightweight approach

and better context exploitation in CNNs using strided depth-

wise convolution [23], [28]. The bottleneck attention module

(BAM) divided feature attention into channel attention and

spatial attention, and then computed them in parallel [27].

The convolutional bottleneck attention module improved the

performance over the BAM by replacing parallel operations

with serial operations [22]. The channel attention module

efficiently improved the image recognition performance with

fewer channel interactions and a similar channel size [25].

C. Generators inside GAN for inpainting

DeepFill v1 [11] introduced two-stage inpainting models

with a dilated convolution structure. Strided convolution [29]

was used to reduce the resolution of the image by one-quarter

for preventing the loss of pixel information and then added five

extended layers to increase the receptive field of this structure.

However, this module is slow and heavy load because it

utilizes two stages and is calculated with high resolution.

U-net was proposed for inpainting structure [17], [30], but

these structures utilized a relatively large number of learnable

parameters than dilated convolution-base structure.

D. Discriminators inside GAN for inpainting

The most commonly used discriminator in inpainting is

PatchGAN [31]. Each dimension of the PatchGAN output

receives only the patch region in the images and determines

the region as real or fake. This model allows the generator to

produce realistic images in image-to-image translation [31],

[32], but commonly tends to undergo unstable training [33].

SN-PatchGAN [16] provided more stable training than the

earlier work [11] by widening the receptive fields and adopt-

ing spectral normalization [33]. This discriminator eliminated

the one-channel convolution in PatchGAN and adjusted the

adversarial loss on each neuron of the output, leading to fast

and stable training. However, this discriminator exhibited poor

performance in inpainting largely masked images.

Boundless’ discriminator [34] was a modified version of the

conditional projection discriminator [35]. This discriminator

replaced the classification label input with a pre-trained Im-

ageNet model [36]. Because features from Inception v3 [37]

contain more information from the conditioning vector, this

structure improved the discriminator in photo-realistic and

seamless synthesis. However, this model lost spatial conditions

in the discriminating process.

III. APPROACHES

Figure 2 demonstrates the overall architecture proposed in

this study. CIA is an effective structure for fast and correct

inpainting. To improve the attention-based GAN structure for

the inpainting task, the channel attention generator and channel

attention projection PatchGAN are introduced for the generator

and discriminator in GAN, respectively.

The contributions of the proposed architecture are as fol-

lows. First, this model can achieve higher performance without

increasing the number of channels, compared to the earlier
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Fig. 2. Architecture of CIA, CAG, and CAPP for image inpainting.

attention-based models [16], [20]. This architecture introduces

a serial operation mechanism for high-performance image

inpainting. Earlier attention mechanisms for inpainting models

such as GC and LWGC applied parallel operations. However,

in the modeling process of repeated channel expansions and

reductions, the semantic correspondences between channels

and their weights with different channel sizes can be doubly

destructive in parallel architectures, compared to the proposed

serial mechanisms [25]. Next, the channel attentions in this

architecture is calculated independently for each channel. This

method can expect an effect similar to that of increasing

the number of channel parameters and reduces the parameter

computation by the number of channels compared to a typical

channel attention [23]. Table I shows the number of training

parameters required by each convolution mechanism used in

inpainting.

TABLE I
THE NUMBER OF PARAMETERS NEEDED TO COMPUTE GATING FOR EACH

MECHANISM.

Mechanism Parameter calculation
kh,kw=3

C,C
′

=32

GC kh × kw × C × C
′

9216

LWGC ds kh × kw × C + C × C
′

1312

LWGCpw C × C
′

1024
LWGCsc kh × kw × C × 1 288

CIA (Ours) C 32

A. Channel Independent Attention

The proposed CIA introduces an improved channel attention

mechanism for image inpainting. Figure 2 demonstrates the

CIA architecture. wg in this figure shows that each channel of

gating G is calculated independently of the channel of feature

F with the same index. The CIA formulation is as follows.

Assume that input I is C-channel, each pixel located at y, x

in C ′-channel feature Fy,x is computed using Equation (1).

Fy,x =

k
′

h∑

i=−k
′

h

k
′

w∑

j=−k
′

w

W
k
′

h
+i,k

′

w
+j

· Iy+i,x+j (1)

Where x and y represents x-axis and y-axis of output map

respectively, kh and kw denote the kernel size. k
′

h = kh−1
2 ,

k
′

w = kw−1
2 , W ∈ R

kh×kw×C×C′

, and Oy,x ∈ R
C

′

are inputs

and outputs. This mechanism generates G by the given F for

reflecting the characteristics of the features. Assume that Gy,x

is the pixel located at (y, x) in G. The Gy,x is expressed as

in Equation (2).

Gy,x = wg ⊙ Fy,x (2)

Where wg ∈ RC ′ is a learnable parameter, ⊙ means

Hadamard product [38]. The pixel of output at (y, x), O(y, x)
is computed using Equation (3). σ represents a sigmoid func-

tion [39], φ represents an activation function. The exponential

linear unit is selected in this paper [40].

O = φ(Fy,x)⊙ σ(Gy,x) (3)

Compared to earlier studies, the proposed CIA is different

from spatial attention in vision understanding tasks. Because

the input data in the image inpainting task already contain

temporal validity for each pixel with masked images, spatial

attention focused on the location patterns is unnecessary. In the

case of LWGCsc using only spatial attention, poor performance

was recorded compared to feature or channel attention-based

models [20].
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B. Channel Attention Generator

For CAG module in Figure 2, let x, x̂, m, and s represent

samples from the original data, erased data, mask, and sketch

(optional), respectively. The generator G takes the x̂, m,

and s and outputs the generated image G(x̂). The proposed

CAG includes four modules: 1) Stem module that reduces the

resolution by 1/4 each, 2) dilation module, 3) U-net module,

and 4) Scaler module that up-scales the image resolution back

to the original.

The stem module has the same parameters as the layers

from the first to the fifth of DeepFill v2. Features extracted

by this module become the input to the U-Net module and

dilation module.

The proposed model mixes a dilated module designed to

prevent pixel information loss [10] and a U-Net module

that can increase the performance of the model by stacking

several layers relative to the former structure [17], [41]. When

using the U-Net module, instead of a skip connection that

concatenates channels, the Hadamard identity skip connection

(HISC) is applied, which can increase inpainting performance

and reduce network parameters by replacing valid pixels of

the decoder with those of the encoder for each pixel [42]. To

avoid breaking the direct correspondence between channels

and their weights, both modules consist of the proposed CIA

with the same number of channels.

Finally, the scaler module receives the outputs of the dilation

and U-Net modules and outputs the image that matches the

original resolution.

TABLE II
THE TOTAL NUMBER OF LEARNABLE PARAMETERS FOR EACH INPAINTING

MODEL.

Structure Model
# of learnable

parameter

U-net
SC-FEGAN 42.1M

DFNet 32.9M

Dilated
convolution

EdgeConnect 12.1M
DeepFill v2 4.1M

HiFill 2.7M

Both CAG (Ours) 1.8M

Table II presents the parameter number of inpainting mod-

els according to the model structure, which proves that the

proposed CAG acquires the fewest number of parameters. The

proposed CAG architecture can achieve high performance with

a reduced number of model parameters.

C. CAPP: Channel Attention Projection patchGAN for dis-

criminator

In Figure 2, CAPP represents the proposed discriminator.

This discriminator considers the x̂ as fake data with m and

s as conditions, and the x as real data with the same m and

s as conditions. CAPP is motivated by three representative

discriminators. Boundless [34]’ discriminator prevents perfor-

mance degradation in restoring where the erased area is large.

An attention-guided discriminator [32] focuses on missing

regions. An SN-PatchGAN [16] provides stable learning with

global and local features.

To take advantage of these three discriminators, CAPP

consists of SN-PatchGAN (φ and fφ) as the baseline, pre-

trained Inception v3 (C) for extracting perceptual feature of an

image, and a convolutional layer fC matching the dimension

of the output by C and φ to project its feature as the condition.

Formally, our discriminator D is expressed by Equation (4).

D([x̂, x,m, s]) = fφ([x̂,m, s], [x,m, s])

+ fC(C(x))⊙ φ([x̂,m, s], [x,m, s]) (4)

The SN-patchGAN is expressed by Equation (5).

D([x̂, x,m, s]) = fφ([x̂,m, s], [x,m, s]) (5)

The Boundless’ discriminator is expressed by Equation (6).

D([x̂, x,m, s]) = fφ([x̂,m, s], [x,m, s])

+ 〈fC(C(x)), φ([x̂,m, s], [x,m, s])〉 (6)

Where 〈., .〉 denotes an inner product. In Equation (4),

fφ(φ([x̂,m, s], [x,m, s])) is from the SN-PatchGAN in Equa-

tion (5). C(x) ⊙ φ([[x̂,m, s], [x,m, s]]) is from Boundless’s

discriminator, differs in three respects. First, the inner product

is changed to the Hadamard product to preserve the authen-

ticity of each neuron. Second, the features extracted from φ

can contain sketch information. Although the inpainting task

without sketch information was performed in this study, the

proposed CAPP model can also receive sketch information

as an optional input for user-intended inpaintings. Finally, the

Boundless discriminator extracted the features of Inception v3’

from the output layer, but the proposed discriminator extracted

features from the layer before pooling [37]. This change

indicates that this model reflects the derived information of

each pixel inferred from the model.

All convolutional layers in this architecture are changed to

CIAs for dynamic feature selection. Compared to the earlier

attention-guided discriminator with a constant threshold-based

attention map [32], the CAPP effectively focuses on the erased

parts with CIA layers, and it is possible to extract optimal

features for the masked regions.

D. Loss function

The adversarial loss function for this model is adjusted

from the loss of SN-patchGAN to reflect the output of each

neuron [16]. The model is trained with a mixture of three

losses: reconstruction loss Lrec, adversarial loss Ladv [26],

and gradient penalty loss Lgp [43] as shown in Equation (7),

where λrec = 100, λadv = 1, and λgp = 10 [18], [34].

Ltotal = λrecLrec + λadvLadv + λgpLgp (7)

The pixel-wise L1 loss is selected as Lrec. The hinge

loss [44] is applied to Ladv [30], [45]. Hinge loss consists
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Fig. 3. Examples of a inpainting results using Places2 and CelebA-HQ by each model.

of LG for training the generator and LD for training the

discriminator. LG is derived using Equation (8).

LG = −Ez∼PZ
[D(G(z))] (8)

E•∼P�
represents the expectation of variables • with prob-

ability distribution function P�. z represents a set of x̂, m,

and s. Z is the probability distribution of z.

The discriminator is trained using Equation (9). data rep-

resents the probability distribution of x, Relu is a rectified

linear unit [46].

LD = Ex∼Pdata
[Relu(1−D(x))]

+ Ez∼PZ
[Relu(1 +D(G(z)))] (9)

The gradient penalty loss is represented by Equation (10)

for high-quality inpainting performances.

LGP = Eu∼Pu
[(‖∇uD(u)‖2 − 1)] (10)

In Equation (10), U represents the probability distribution

function of u, which is a uniformly sampled data point along

the straight line between the discriminator inputs from x and

x̂. In this study, the generator and the discriminator used

Adam [47] optimizer for training and set the learning rate

to 1e-5 and 1e-4 until convergence, respectively.

IV. EXPERIMENTS

A. Experimental setting

TensorFlow [48] 1.15, CUDA 10 [49], and cudnn 7.4 were

used for this experiment. Two computers were used - Intel(R)

Xeon(R) Silver 4114 as CPU and Intel(R) Xeon(R) W-2145

as CPU including NVIDIA TITAN RTX as GPU and 64GB

of RAM.

Two datasets were used in this experiment: Places2 [50]

and CelebA-HQ [51]. Places2 includes 18 million scene pho-

tographs with scene categories and is cropped to 256 pixels

in both width and height for the experiments. CelebA-HQ is a

dataset of face images in which 30,000 high-resolution images

are resized to 512 pixels in both width and height. Free-form

masks or an irregular mask dataset provided by [17] are

used to create irregular holes. The Canny edge algorithm [52]

was applied to the datasets to generate the sketch dataset

(optional). However, for the sake of fairness, the sketch was

not used in the comparative experiments. In all tables in this

chapter, the bold fonts and underline indicate the best and

the second performance in the same column, respectively. L1

error, Structural SIMilarity (SSIM) [53], and Fréchet Inception

Distance (FID) [54] were used as the evaluation metrics

to measure how much it is restored like the original, how

structurally it is similar to the original, and how similar it is

to the original data distribution, respectively.
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Fig. 4. Examples of inpainting results using Places2 and CelebA-HQ by each discriminator.

B. Qualitative and quantitative results

Four models - DeepFill v2 [16], HiFill [20], EdgeCon-

nect [45], and DFNet [30] - were set up to compare the

performances with the proposed architecture. The quantita-

tive and qualitative results of each comparative model were

implemented using the pre-trained models published by the

authors.

Figure 3 illustrates certain inpainting results of the five

models. In the case of (a), the image could not be restored

by DeepFill v2 without utilizing the NVIDIA irregular mask

dataset proposed for general-purpose inpainting. As shown in

(b), the proposed CIAFill successfully restored the shape of

a building unlike DeepFill v2 or HiFill because CIAFill con-

centrates only on the pixel index without spatial information

during attention. (c) indicated that only two models, DFNet

and CIAFill utilizing U-net, consistently inpainted the black

pillars because U-net could consider the full context of the

image with stacking strided convolution. In the case of (d),

edge connect, DFNet makes lips restoration unnatural. Overall,

CIAFill architecture visually outperformed the other models.

Table III presents the average inference time per image, L1

error, SSIM, and FID of five models in the Places2 datasets and

four models in the CelebA-HQ datasets. Our model performed

TABLE III
PERFORMANCES OF INPAINTING RESULTS BY EACH MODELS.

Places2
Model

Time
(ms)

L1 (%) SSIM FID

DeepFill v2 51 8.94 0.885 8.61
HiFill 43 8.07 0.884 8.54

EdgeConnect 78 6.98 0.902 7.97
DFNet 85 7.11 0.905 7.45

CIAFill (Ours) 39 7.00 0.909 7.22

CelebA-HQ
Model

Time
(ms)

L1 (%) SSIM FID

DeepFill v2 69 4.20 0.921 5.87
EdgeConnect 110 4.57 0.910 6.55

DFNet 126 4.11 0.927 6.16
CIAFill (Ours) 41 4.02 0.936 5.41

the best in all four metrics except for the L1 error in the

Places2 testset. In CelebA-HQ, the proposed model achieved

the best performance in all four metrics.

C. Comparisons of discriminator

Figure 4 shows examples of generated images when trained

by SN-PatchGAN, projection discriminator, CAPP without

CIA, and CAPP with CIA. As shown in (a), it was restored
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seamlessly because CAPP with CIA using the attention mod-

ule concentrated only on the deleted part. In the case of (b),

the complex texture of the quilt could be reproduced because

the features of the original image were used for projection

during training. However, the projection discriminator that

did not consider local features could not erase the mask

marks in the narrowly erased area. As confirmed by (c),

considering both local features and attention was essential

to prevent unintentional spots because the region of interest

can be identified. In the case of (d), mike and the celeb lip

were distorted in the outputs of SN-PatchGAN and projection

discriminator. There, the proposed discriminator with CIA

outperformed other discriminators in this experiment.

TABLE IV
EVALUATION PERFORMANCES BY EACH DISCRIMINATOR.

Places2
Discriminator

L1 (%) SSIM FID

SN-patchGAN 8.81 0.866 8.82
projection discriminator 7.18 0.893 7.27
CAPP (Ours) w/o CIA 7.25 0.892 7.84
CAPP (Ours) w/ CIA 7.00 0.909 7.22

CelebA-HQ
Discriminator

L1 (%) SSIM FID

SN-patchGAN 4.22 0.927 5.61
projection discriminator 4.19 0.916 5.47
CAPP (Ours) w/o CIA 4.15 0.933 5.70
CAPP (Ours) w/ CIA 4.02 0.936 5.41

Table IV reports the performances of the proposed discrim-

inator. CAPP with CIA performed the best on all three metrics

in both datasets. In this experiment, whereas the Places2

dataset included a variety of foregrounds, the CelebA-HQ

dataset included front-facing human faces. Therefore, CelebA-

HQ shared more similar features than Places2. In this case,

the correct judgment about attention can be a more important

contribution to performance improvement than in other cases.

Therefore, CAPP without CIA recorded lower performance

than projection discriminator in the Places2 dataset. In the

CelebA-HQ dataset, CAPP without CIA performed better than

the projection discriminator.

D. Comparisons of attention-based mechanisms

In these experiments, DeepFill v2 was the baseline model,

and GC, LWGC, and the proposed CIA changed the genera-

tor’s convolution mechanism. Five perspectives were applied

for the analysis measures of results: L1 error, SSIM, FID, the

total number of gatings’ learnable parameters, and the time it

takes to generate an image of 256×256 in the Places2 dataset.

Figure 5 depicts certain samples for qualitative comparison.

The results from the LWGC indicated a noticeable problem

with regions that were blurred or erased. Because GC and

LWGC utilize spatial information for attention, the channel

features were reduced, leaving mask-shaped marks when re-

stored.

As shown in Table V, the proposed CIA outperformed

the compared mechanisms in all evaluation measures. In this

study, it was proved that the proposed CIA is the most efficient

Fig. 5. The inpainting results using Places2 and CelebA-HQ by each attention
mechanisms.

TABLE V
PERFORMANCE COMPARISONS OF DEEPFILL V2 BASED MODELS USING

PLACES2.

Mechanism
# of gatings’

parameter
Time
(ms)

L1
(%)

SSIM FID

GC 1,793,928 51 8.87 0.893 7.65
LWGC 110,564 38 8.82 0.904 7.56

CIA (Ours) 1,119 33 8.69 0.911 7.49

gating method in terms of computational amount and speed

than earlier methods.

V. CONCLUSION

This paper introduces the CIAFill architecture for fast and

lightweight image inpainting. The CIAFill included CAG and

CAPP utilizing the proposed CIA as a core mechanism based

on independent channel attention. The experiments in this

study proved that the proposed mechanisms performed better

than existing models in terms of performance, speed, and

model size. The strengths of the proposed methods would

contribute to real-time inpainting or inpainting in mobile

environments. The CIAFill still requires improvements. It

maintains its performance only by using both CAG, which uses

both the dilation module and U-Net module, and CAPP, which

combines attention-guided discriminator, SN-PatchGAN, and

projection discriminator. Therefore, we intend to improve the

channel attention mechanism applicable to the general model

in our future work.
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Abstract—Alzheimer’s disease (AD) is a neurodegenerative
disease that results in cognitive decline, and even dementia,
in patients. To diagnose AD, a combination of tools is typically
used, with structural magnetic resonance imaging (sMRI) being
one of them. sMRI images have mostly been used in supervised
deep learning approaches, which requires large amounts of
labeled data. To alleviate the need for labels, unsupervised deep
learning could be used as an alternative. This study proposes an
unsupervised model based on the deep convolutional generative
adversarial network that performs anomaly detection on brain
MRIs to diagnose AD. The model is able to yield an AUROC of
0.7951, a precision of 0.8228, a recall of 0.7386, and an accuracy
of 74.44%.
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I. INTRODUCTION

Alzheimer’s disease (AD) is a neurodegenerative disease

that causes irreversible neuronal loss in affected patients [1].

AD typically manifests in the form of gradual memory loss

[2], although it may also manifest itself as other forms of

cognitive decline in patients. As AD progresses, it may also

eventually cause dementia in those affected, with it being the

leading cause of dementia around the world [3]. As the world

now has a generally aging population, AD is now becoming

an increasingly large problem since susceptibility to it also

increases with a person’s age.

To get a fully accurate AD diagnosis, a post-mortem brain

examination is required, but it may still be diagnosed with

high accuracy using a combination of tools [2]. Among these

tools is structural magnetic resonance imaging (sMRI), a

medical imaging technique that can capture the anatomical

structure of a patient’s brain. In an MRI, neuronal damage

is reflected as a reduction in brain volume [4] and neu-

rofibrillary tangle (NFT) density, a pathological hallmark of

AD, is indirectly reflected through this since it is negatively

correlated to neuronal count [5]. Since they reflect factors

that are relevant to AD, MRIs can then be said to be viable

biomarkers for AD diagnosis.

sMRI images have, in recent times, been used in studies

together with supervised deep learning to diagnose AD

in patients. While these studies have yielded considerable

results, a caveat of supervised deep learning is that it needs

large amounts of labeled data, which may not be feasible

to gather in a medical context [6]. Preparing labeled medical

datasets requires domain knowledge and a significant amount

of time [7], making the process both expensive and hard

to do. In addition to this, one has to also consider privacy

concerns and the availability of data when trying to create a

labeled medical dataset.

To eliminate the problem of having to provide labels,

unsupervised deep learning may be an alternative approach to

explore. To this end, methods based on generative adversarial

networks (GANs) and anomaly detection have recently been

proposed. Anomaly detection involves finding datapoints that

are dissimilar from all other data points in a data-driven

fashion [8], that is, its main concern is to find outliers in some

given data. To do so, anomaly detection models must be able

to model non-outlier (or ”normal”) data, and a GAN is able

to do so, even for high-dimensional data [9] like images,

hence their use in anomaly detection approaches.

The authors then propose an unsupervised deep learning

approach as decision support for AD diagnosis in the form

of an anomaly detection model largely based on the deep

convolutional GAN (DCGAN) [10]. The rest of the paper is

structured as follows: related work in GAN-based anomaly

detection using brain MRIs is first discussed. Then, the

dataset and the model architecture is discussed, along with

the specific techniques that the authors use in the study

Lastly, the results of the study are presented along with a

discussion of the results.

II. RELATED WORK

Several anomaly detection techniques have been proposed

over the years for a wide variety of fields. In recent times,

however, deep learning has become prevalent and many

studies make use of methods such as convolutional neural

networks and long short-term memory networks, among

others. These particular methods have been used for detecting

anomalies in areas such as time series data, medical images,

and in more industrial applications as well. GANs have

similarly been used for much of the same tasks, but this

study focuses only on medical applications, and in particular,

applications to brain MRI images. Chalapathy et al. give

an overview of deep learning in anomaly detection in [8],

which also includes other GAN-based anomaly detection

approaches.

Anomaly detection in brain MRI images is often used to

detect other brain conditions such as lesions, for example.

Chen and Konukoglu [11] have used adversarial autoen-

coders for pixel-wise anomaly detection to detect lesions in

brain MRIs, which resulted in a high AUC. van Hespen et

al. [12] used a GAN architecture based on GANomaly [13]

as an anomaly detection model to detect brain infarcts in
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brain MRI images, which was then able to detect most of

the infarcts, in terms of volume, in their dataset.

Han et al. [6] performed anomaly detection using a self-

attention GAN that was trained to reconstruct multiple adja-

cent brain MRI slices anad then diagnose an input MRI scan

using the reconstructions. Their model yields considerable

performance with an AUC of 0.783 when detecting AD in

scans and an AUC of 0.921 when detecting brain metastases.

The use of self-attention modules in GANs, however, may

result in them needing significant amounts of memory and

computing power [14]. In light of this, this study then aims

to explore the use of simpler models in an effort to reduce

the amount of computational resources needed in GAN-based

anomaly detection for AD diagnosis.

III. METHODOLOGY

A. Generative Adversarial Networks

Generative adversarial networks were proposed by Good-

fellow et al. [15] as a framework for training generative

models. The GAN framework usually involves two models: a

generator G and a discriminator D. Both models are trained

at the same time, and during training, D is made to classify

data samples as either real or fake, whilst G tries to ”fool”

D by making fake data samples that are similar to the real

data samples. The original GAN framework has both G and

D solving the same value function at the same time:

min
G

max
D

V (D,G) = Ex∼pdata(x)logD(x)

+ Ez∼pz(z)log (1−D(G(z)))
(1)

If both models are large enough and D is trained to

optimality for every training step of G, then G eventually

learns to model the distribution of the real data, and is then

able to make samples from that same distribution. However,

while that may be the case in theory, GANs have been shown

to be difficult to train in practice, with problems such as in-

stability and non-convergence manifesting themselves during

the training process. Moreover, training D to optimality for

every training step of G is largely impractical in real world

situations.

Several techniques have since been proposed to improve

GAN training, however, and this study explores a select

few, which are further discussed in Model Architecture. The

overall workflow of the experiment in this study is shown in

figure 1.

B. Data Preprocessing

This study makes use of the OASIS-3 dataset [16], a longi-

tudinal dataset containing brain scans from both cognitively

healthy patients and patients with AD.

To distinguish between healthy patients and those with

AD, the clinical dementia ratings (CDR) of each subject are

used. Patients with a CDR of zero throughout the OASIS-3

datatset are considered as cognitively healthy (or ”normal”),

and patients otherwise are considered as those with AD.

That is, non-cognitively healthy patients are considered as

anomalies. Specific scans are considered either normal or

anomalous, depending on the condition of the patient from

which they are taken from.

80% of the normal scans were used as the training set for

the anomaly detection model, whilst the rest, along with all

the anomalous scans, were put into the test set. Afterwards,

each scan, which were originally stored in NifTI files, was

converted into a set of .PNG images using the NifTI Image

Converter (nii2png) from Laurnce [17]. This study makes

use of only axial images, and so non-axial images were

discarded. In addition, since the hippocampus, amygdala,

and ventricles are the structures most significant to AD [6],

images that did not contain them were discarded as well.

C. Model Architecture

The models, and the GAN architectures, used in this

study are based on deep convolutional GAN (DCGAN) [10],

which, at the time, enabled more stable training for GANs on

images by using techniques such as removing fully connected

layers and using batch normalization in G and D. It is

also relatively simple and small in terms of architecture,

so a similar architecture may be less expensive in terms of

computation cost.

Self-attention modules [18] are also used in the architec-

ture as they have been shown to improve the quality of the

images produced by GANs by enabling better modeling of

long-range dependencies in images. Since they are computa-

tionally expensive [14], however, the modules are used only

for the larger feature maps produced by the models.

Spectral normalization [19] used in both the generator and

the discriminator has been shown to also improve training

[18], and so the same technique is adopted in this study.

This allows for better training and possibly better results for

a relatively low computational cost, as opposed to other GAN

formulations. The architecture of the models is shown in

tables I and II.

In addition to the said techniques, this study also makes

use of the two time-scale update rule (TTUR) [20], latent

optimization [21], and differential augmentation [22] during

GAN training in order to try and improve both training and

results.

In addition to the proposed GAN, an encoder was also

trained to learn the inverse of the generator, which takes

in as input an image and then returns a vector which the

generator can then use to make a reconstruction of the input,

similar to f-AnoGAN [7]. After training, the discriminator

is discarded and the encoder is combined with the generator

to create an autoencoder-like architecture for reconstructing

brain MRI images. The encoder has an architecture similar

to that of the discriminator, as shown in table III.

Layers

z ∈ R
128 ∼ N (0, I)

4× 4 Deconvolution, Batch Norm 256 ReLU

Upsample (Scale=2), 3× 3 Convolution, Batch Norm 128 ReLU

Upsample (Scale=2), 3× 3 Convolution, Batch Norm 64 ReLU

Self-Attention Module

Upsample (Scale=2), 3× 3 Convolution, 3 Tanh

TABLE I: Generator architecture
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Fig. 1: Workflow of the experiment.

Layers

Greyscale Image x ∈ R
32×32×1

4× 4 Convolution, 64 Leaky ReLU

Self-Attention Module

4× 4 Convolution, 128 Leaky ReLU

4× 4 Convolution, 256 Leaky ReLU

4× 4 Convolution, 1

TABLE II: Discriminator Architecture

Layers

Greyscale Image x ∈ R
32×32×1

4× 4 Convolution, 64 Leaky ReLU

Self-Attention Module

4× 4 Convolution, 128 Leaky ReLU

4× 4 Convolution, 256 Leaky ReLU

4× 4 Convolution, 512 Leaky ReLU

Dense −→ 256 Leaky ReLU

Dense −→ 128 Leaky ReLU

TABLE III: Encoder architecture

D. Training

Before being used as input for the models, images are

resized to 33 × 48 and then zero-padded to 49 × 48 from

their original sizes of 176× 256 and 176× 240. Afterwards,

32 × 32 center crops are taken from each image so as to

remove the black borders from each image. These center

crops are then used as input for the models.

The GAN was then trained for 300,000 steps, with one

discriminator update per generator update. The Adam opti-

mizer [23] was used with a learning rate of 0.0001 for G,

a learning rate of 0.0004 for D, and with the betas set to

0.0 and 0.9, respectively. Brock et al. [24] have shown that

GANs can benefit from large batch sizes, and so a batch size

of 256 was used. Moreover, the hinge loss [25] was used as

well. The generator was set to receive a 128-dimensional

vector as input.

After GAN training, the encoder was trained for 250,000

steps with the Adam optimizer as well. The learning rate

was set to 0.0005 and the betas were set to 0.5 and 0.9,

respectively. The ℓ1 loss between the input image and its

reconstruction was used as the loss function for encoder

training.

E. Anomaly Detection

Anomaly detection is done via a combination of compar-

ing the original image and the image reconstruction, and

comparing the latent vector given by the original image and

the latent vector given by the reconstruction. More formally,

each image is given an anomaly score based on the following:

Aimage = α|x−G(E(x))|

+ (1− α)|E(x)− E(G(E(x)))|,
(2)

where α is used to weigh the contribution of the recon-

struction error and the error between the latent vectors.

The latent vectors were considered for anomaly detection

since it is assumed that the latent vectors contain the most

relevant information about the image, and so this information

should mostly be the same in the reconstruction if the image

is normal. The anomaly score for a given scan is then the

sum of all the anomaly scores in the images that make up

the scan:

Ascan =
∑

x∈S

Aimage(x), (3)

where S is the set of images in a given scan. The

rationale behind this is that since the GAN is trained only on

normal images, then it should be able to reconstruct normal

images with relatively low error. On the other hand, the

GAN should poorly reconstruct anomalous images since it

was not trained on them, which should lead to a higher

error on average in images from anomalous scans. This

then, theoretically, enables discernment between normal and

anomalous samples.

For testing, the anomaly scores for all the scans in the

test set are normalized to the probabilistic range of [0, 1],
similar to [13]. Performance metrics are then derived from

the normalized set of anomaly scores.

IV. RESULTS AND DISCUSSION

Table IV shows the performance metrics that the proposed

anomaly detection model yielded. In addition to this, a

similar anomaly detection model was trained but without

the use of self-attention modules. It, however, yielded a
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Metric Result

AUROC 0.7954

Precision 0.8228

Recall 0.7386

Accuracy 0.7444

TABLE IV: Performance metrics taken from model

lower AUROC of 0.7807. Figures 2 and 3 show some of

the reconstructions that the GAN was able to produce.

The model is mostly able to reconstruct images from

healthy brain MRI scans, but has relatively poor reconstruc-

tion performance on anomalous brain MRI scans. Since the

GAN was trained to model only healthy brain MRI images,

then the GAN should theoretically only be able to produce

healthy brain MRI images. This particular result is then, more

or less, to be expected.

The reduction in performance when the self-attention

modules were taken out of the architecture suggests that

the quality of images generated by the GAN affects its

ability to reconstruct images, which is to be expected as

low quality images are more likely to be erroneous if they

were reconstructions. The authors did not perform further

ablation studies to confirm which techniques provided the

most significant boosts to the anomaly detection model’s

performance.

The use of a simple architecture and a limited number of

self-attention modules allowed the anomaly detection model

to both train and test on only a mid-range graphics card, and

in particular, an Nvidia GTX1060 6GB, which was used by

the authors in this study. That said, however, whilst the model

has a relatively cheap computational cost, its performance is

also relatively poor compared to supervised deep learning

methods.

Due to the wide variety of brain MRI scans, a simple

architecture, and possibly a small image size, the GAN may

have been unable to capture subtle details in the scans, which

in turn, may have been a source of error for the classifications

of the anomaly detection model. Moreover, the CDR of a

patient is not particularly based off of the results of their

brain MRI scans, but rather it is based on a scoring system

that cuts across different cognitive domains. This may then

have been another source of error in the classification and

testing of each brain MRI scan.

V. CONCLUSION

This study proposes an anomaly detection model based

on the DCGAN for diagnosing Alzheimer’s disease using

brain MRIs. The GAN is trained on only healthy brain MRI

scans, and afterwards, an encoder was trained so that the

model would be able to make reconstructions of brain MRI.

To detect anomalies, it would reconstruct brain MRI scans

and compare the reconstruction to the original scan, and it

was able to yield a considerable level of performance.

The model, however, is limited in that it may be unable

to capture subtle details in brain MRIs given its simple

architecture, the small image sizes used to train it, and the

wide variety of brain MRIs. Future work may then include

exploring other GAN formulations and techniques to improve

(a) Original

(b) Reconstruction

Fig. 2: Reconstruction of a normal, healthy brain MR scan.

image generation performance and using the other axes of

the brain MRI. Exploring bigger GAN models would also

be interesting, albeit at the cost of computational resources.
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AbstractÐPrediction of heart disease is one of the most
important fields of study in modern science. By studying data
such as cholesterol levels, blood sugar, and blood pressure,
heart disease can be predicted. In recent years, several machine
learning techniques have been used to aid in fast prediction by
learning from the data. However, the prediction accuracy still
remains low. This is due to lower number of records contained in
the databases available. In this paper, we propose a new method
of heart disease prediction using a modified variation of infinite
feature selection and multilayer perceptron. The method shows
a high accuracy of 87.70%, a high F1-score of 87.21%, a high
sensitivity of 88.50%, a high specificity of 87.02%, and a high
precision in prediction of 86.05%. on the Cleveland, Hungarian,
Switzerland, Long Beach, and Statlog datasets. For evaluation
purposes, we have combined all the datasets together and then
divided the combined dataset into training and test samples with
a 20 % percent of the samples allocated for testing.

Index TermsÐHeart disease prediction, Infinite feature selec-
tion, Multilayer perceptron, Neural Networks

I. INTRODUCTION

Automatic disease detection, classification, and prediction

have been important areas of research for several decades.

For this purpose, several algorithms have been developed

to aid doctors with accurate predictions of several types of

diseases. One such field is that of heart disease, which is one

of the biggest causes of death in the modern world [1]. By

studying the patterns of the electrocardiogram (ECG) signals

and correlating them to existing data, common anomalies in

the heart can be identified. Several techniques for the detection

of QRS complex exist with high accuracy such as the works

in [2]±[5]. However, the problem with the prediction of heart

diseases remains quite challenging due to the low number of

records contained in the available databases.

By learning from the data available, machine learning mod-

els can predict these diseases at early stages. The attributes

taken into account for such techniques can be obtained from

an individual’s body such as electrocardiogram, blood pres-

sure, sugar levels, age, sex, cholesterol levels, etc [6]. How-

ever, there can be redundant features present in the datasets.

These redundant features make predictions inaccurate and use

up precious memory and time. A significantly large amount

of data has been collected by the healthcare industry from

previous cases of heart-related disease from patients all over

the world [1]. These datasets contain hidden information that

is directly related to the condition of the heart and needs to be

identified. Due to the presence of such a huge quantity of data,

it is impossible to manually analyze them and create methods

for prediction [6]. Therefore, machine learning techniques are

required to deal with such data to predict diseases at early

stages.

The work of [7] compares six different types of algorithms,

including Linear, Quadratic, Cubic and Medium Gaussian

support vector machines (SVM), as well as Decision Tree

and Ensemble Subspace Discriminant for prediction accuracy.

Deep learning has been used in the work of [8], where

different combinations of a number of hidden layers and the

number of epochs have been tested to learn which combina-

tion produces the best accuracy of prediction. Heart disease

prediction using artificial neural networks can be found in

[9]. This method uses six different classifiers to test the data

and employs deep neural networks (DNN) for classification

to achieve high accuracy in prediction. Similar algorithms can

be found in [10], [11].

Feature selection techniques for heart disease prediction

have been used in the works of [12]±[14]. In [12] an optimized

version of genetic algorithms with SVM to achieve good ac-

curacy in prediction, while in [13], a brute-force approach was

used to select relevant features. That technique takes a small

subset of features with at least three features and evaluates

the combination of such features on several classifiers such as

Logistic Regression (LR), k-nearest neighbour, decision tree,

Naive Bayes, SVM, neural network, and vote. An integer-

coded genetic algorithm has been used to select features as

well [14]. That method aids the SVM-based prediction of

heart disease and improves accuracy. A combination of the

genetic algorithm and recursive feature elimination followed

by a random forest classifier for better prediction has been

presented in [15]. The work of [15] uses a genetic algorithm

and recursive feature elimination to select relevant features

from the data sets along with different classifiers for clas-

sification. Based on that work, the random forest classifier

provides the best results when combined with the hybrid

feature selection technique used in [15]. The work of [16]

investigates the performance of several classifiers such as
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decision trees, Naive Bayes, k-nearest neighbor, and neural

networks on heart disease prediction by varying the number

of features provided as inputs. According to [16] the Naive

Bayes classifier works best if the number of features is low.

This paper presents a new technique for prediction of

heart disease using an advanced version of Infinite Feature

Selection (InfFS) [17] and deep neural networks (DNN).

The method is evaluated on five different datasets, namely,

Cleveland, Hungary, Switzerland, Statlog, and Long Beach V

[18]. A comparison with state-of-the-art methods in the field

is included in this context as well.

II. MATERIALS AND METHODS

The proposed method involves four stages, namely, prepro-

cessing, which reads the raw data and converts it into usable

quantities; a feature selection stage that selects a suitable

subset of features and eliminates the redundant ones; a deep

learning stage that is used to learn from the training datasets;

finally, a prediction stage that predicts the outcomes from

the test dataset. The block diagram for the entire process is

summarized in Fig. 1.

A. Dataset Description

The datasets used in the experiments contain 1,190 records

from five distinct databasets. It has 14 distinct features of

which eight are categorical features and six are numeric

features. The features are age, sex, chest pain type (cp), resting

blood pressure (trestbps), serum cholesterol (chol), fasting

blood sugar greater than 120 mg/d (fbs), resting electrocar-

diographic results (restecg), maximum heart rate achieved

(thalach), exercise-induced angina (exang), ST depression

induced by exercise relative to rest (oldpeak), the slope of the

peak exercise ST segment (slope), number of major vessels

colored by fluoroscopy (ca), thallium scan (thal), and class

attribute (num). Out of these 14 features 13 of them are taken

as inputs to the proposed algorithm and class attribute (num)

is taken as the output. The aim is to design an algorithm that

takes the 13 attributes and predicts the output. Since the data

is labeled, the algorithm is regarded as a supervised learning

algorithm.

B. Pre-processing

The algorithm begins with combining all five datasets into

one complete dataset. Any record with missing values was

eliminated from across the five databases and therefore only

1,025 records out of 1,190 were used in this work. The reason

for this is that, if more data is fed into a neural network

then it can learn better. Similarly, any missing values will

hamper the process of learning as it creates ambiguity in the

learning mechanism. The output is also changed to binary

output, that is anyone with no disease is regarded as a ’0’, and

an individual with heart disease is regarded as ’1’. Originally,

the data had classes from 0 to 3 which indicated the type

of heart disease present in the individual with ’0’ being the

absence of any heart disease and ’1,’ ’2,’ and ’3’ being the

presence of three different types of diseases. For our work,

we have considered only the binary case of not having any

disease as ’0’ and the presence of disease as ’1.’

C. Feature Selection

A dataset of data might have hundreds of features of which

many of them can be uncorrelated to the output of the data.

The main objective of feature selection (FS) algorithms is to

pick out a subset of variables from the input that directly

influence the outcome of the data while reducing the noise

and filtering out the unwanted variables from the data. For

each dataset, a feature selection algorithm needs a particular

selection criterion that can evaluate the applicability of each

of the features on the output classes. Once this measure is

calibrated, the irrelevant features are identified one by one and

eliminated if they do not satisfy the conditions being imposed.

In our research, we have employed an improved version of

InfFS to select a distinct subset of feature from the dataset.

The method was initially developed in [17] and is used to map

the features on an affinity graph as nodes and then connects

them. It then considers moving from feature to feature and by

doing so, it creates a path by selecting several features as a

subset of the original list of features. Given a list of features,

F , the algorithm considers two aspects of the features, the

vertices, V , and the edges, E. V contains a set of values

that represent a feature distribution for each of the values in

F , while E represents the relations between two features in

the feature distribution space [17]. An adjacency matrix A,

containing all the pairwise energies, which is the maximal

feature dispersion and correlation between two features [17],

is formulated. Once all the features are mapped onto the graph

based on their weights in A, several pathways are selected

with more than two features at each iteration. These features

are all connected nodes and the energies of each of these paths

are calculated as follows:

ai,j = ασi,j + (1− α)ci,j , (1)
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ξγ =
l−1∏

k=0

avk,vk+1
, (2)

where α is a loading coefficient, σ is the standard deviation,

and ξγ accounts for the pairwise energies of all the feature

pairs that compose the path [17]. Here, l is the length of the

path, i and j are the positions of the feature, while a is the

feature. The cycles are recorded in Rl, that are computed as

follows:

Rl(i, j) =
∑

γϵP l
(i,j)

ξγ = Al(i, j) , (3)

where P l
(i,j) contains all the paths of length l between i and

j. The single feature energy score s(i) is given by:

S(i) =
∑

jϵV

Rl(i, j) =
∑

jϵV

Al(i, j) , (4)

and is equal to Rl(i, j). The vector S stores the feature

energies individually. The feature energies are then arranged

in decreasing order with the feature having the highest energy

first and stored in vector M.

Once all the feature rank energies are calculated, the algo-

rithm automatically selects the number of features to keep, and

hence some features are deemed redundant and are eliminated.

A vector (B) is formulated, which stores the square of the

individual rank energies. Equation 5 shows how each element

in B is calculated.

B(k) = M(k)2 . (5)

Here, k is the element number in both B and M. Finally, a

threshold of T is used to decide how many features to keep for

the classification step. This threshold is calculated as follows:

T = C

n∑

k=1

B(k) , (6)

where n is the number of elements in B and C is a constant

taken as 0.325 for the entire dataset.

If the individual energy of a feature exceeds the threshold

T , then that feature is kept, or else it is discarded. The

remaining features are then arranged in the order of their

energy values in vector M. The number feature kept is denoted

by N .

D. Classification

Artificial neural networks (ANN) are just like the neurons

in a human brain [9]. Neural networks consist of several

components such as neurons, synapses, weights, and biases.

Deep neural networks (DNN) are an extension to ANN where

multiple hidden layers are included to maximize the accuracy

of decisions. These networks are feedforward networks, where

the data always propagates in the forward direction, that is, in

the direction of the output from the input and does not loop

backward. Figure 2 shows an example of a DNN with one

input and one output layer and two connected hidden layers.

For our research, we have used two hidden layers in the

deep learning platform. The learning algorithm takes N inputs

Fig. 2. Schematic view of a deep neural network.

from the FS stage and formulates the same number of neurons

in the input stage. The training dataset is then fed to the neural

network in batches of size 32. The activation function used

for the input stage is the rectified linear activation function

(Relu), which is a piecewise linear function that will transfer

the input directly to the output if it is positive. However, if

the input is negative then it will pass zero to the output. The

hidden layers consist of eight neurons each and the activation

function of the first hidden layer is also kept as ’relu’. The

second hidden layer is initialized with the activation function

of ’sigmoid’, which is a logistic function that is represented

by the following equation:

ϕ(x) =
1

1 + E−x
, (7)

where E is Euler’s number and x is the element number in

the input range of the sigmoid function. The dropouts for all

three layers, that is the input layer and the two hidden layers

are 0.25 each.

The activation function used for the output layer is ’soft-

max’ which is a normalized exponential function and provides

the probability of obtaining a ’0’ and a ’1’ as the output.

Equation 8 represents the ’softmax’ function.

γ(z⃗) =
ez

∑P

q=1 e
zl

. (8)

Here, P is the number of classes in the multi-class classifier,

z⃗, input vector z standard exponential function for the input

vector, and zl standard exponential function for the output

vector.

III. EXPERIMENT AND RESULTS

First, the datasets are combined into one database and

then the combined database is divided into training and test

datasets. The reason for this is that, the datasets all come

from the same repository which is the UCI and according

to other methods such as the one in [15] only the fourteen

features mentioned in the dataset description of this paper

are selected for training and testing. These fourteen features
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are common for all five datasets and therefore they can be

combined together into one comprehensive database. Now,

the combined database is divided into separate segments for

training the DNN and then testing the model. This is done by

using five-fold cross-validation, that is the database is divided

into five equal segments and out of the five one segment is

kept as the test set and the rest four are used for training the

neural networks. This process is repeated five times with a

separate segment each time used for testing and the rest being

used for training to cross-validate the results. Out of the 1,025

instances, each time, 205 samples are kept as the test samples

which are later used to generate the metrics for the algorithm.

Once, the design of the neural network is finalized using the

above procedure, it is finally tested on the Cleveland database

to ensure a fair comparison with other methods included those

in the literature. The main metrics are accuracy, sensitivity,

specificity, precision, and F1 score which are represented

by the following equations,

accuracy =
tp+ tn

tp+ tn+ fp+ fn
, (9)

sensitivity =
tp

tp+ fn
, (10)

specificity =
tn

tn+ fp
, (11)

precision =
tp

tp+ fp
, (12)

F1 =
tp

tp+ 0.5 ∗ (fp+ fn)
, (13)

where tp is the number of true positives, tn is the number of

true negatives, fn is the number of false negatives, and fp is

the number of false positives.

Table I shows the results on the test samples of five different

folds. The values of accuracy, sensitivity, specificity,

precision, and F1− score are included in the table. Figure

3 shows the test and training accuracy trends. The algorithm

requires approximately 50 epochs to reach the desired weights

for the DNN classifier, therefore there is not much need to

increase the number of epochs as it might lead to overfitting.

As shown in the graph, the training accuracy is close to 86%

and stabilizes at this value at approximately epoch 45. The

testing accuracy stabilizes at approximately 85 % which is

roughly the same epoch number as the training accuracy. The

figure shows the accuracy versus the number of epochs for

Fold 5.

In addition, the proposed method is compared to five state-

of-the-art methods in the field. The performances of these

methods are collected from the papers mentioned in the

literature. For a fair comparison, we have only used the

Cleveland dataset, which has also been used by all methods for

testing and comparison of metrics. The results are presented

in Table II, while Figure 4 displays the comparison more

vividly. It is observed that the proposed method outperforms

the methods of Latha et al. [5], Gokulnath et al. [12], and

Fig. 3. Accuracy versus Epochs.

Rani et al. [15] in terms of accurate predictions. Similarly, the

accuracy achieved by the proposed method is approximately

equal to the method Amin et al. [13]. However, the method

of Bharti et al. [9] shows higher accuracy than the proposed

method. This method is evaluated further using merits such

as sensitivity and specificity. Figures 5 and 6 illustrate the

comparison of both quantities between the proposed method

and the one in [9]. It is noticeable that the proposed method

outperforms the method of Bharti et al. [9] in both cases with

higher sensitivity and specificity. Furthermore, the method of

Bharti et al. uses three dense layers with 128, 64, and 32 units

in layers 1, 2, and 3, respectively. This increases the number of

computations and time for processing significantly and makes

the model quite complex. On the other hand, the proposed

algorithm uses only 11, 8, and 8 units for the input, hidden

layer 1 and hidden layer 2, respectively, and so has lesser

time complexity. Considering this, it is safe to say that the

proposed algorithm performs better than all methods included

in the context.

IV. CONCLUSION

We have presented a new method of heart disease predic-

tion using adaptive infinite feature selection and deep neural

networks. The proposed method has shown high accuracy of

prediction on five datasets which include Cleveland, Hun-

gary, Switzerland, Statlog, and Long Beach V. The proposed

method has been tested on different folds of data and shows

high accuracy in terms of prediction of heart disease. In the

future, the proposed method can be tested with eigenvector

centrality for feature selection and more neural network-based

classifiers can be implemented such as graph neural networks.

The work can also be extended to the prediction of more acute

and chronic diseases such as anemia, diabetes, and tumors.
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TABLE I
METRICS OF EVALUATION ON THE TEST SET PER FOLD.

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average

Accuracy (%) 90.24 88.29 90.24 83.41 84.91 87.70

Sensitivity (%) 92.63 84.69 92.55 84.38 88.24 88.50

Specificity (%) 88.18 91.59 88.29 82.57 84.47 87.02

Precision (%) 87.13 90.22 87.00 81.00 84.91 86.05

F1-Score (%) 89.80 87.37 89.69 82.65 86.54 87.21

Fig. 4. Comparison of accuracy with state-of-the-art methods.

Fig. 5. Comparison of sensitivity with Bharti et al. [9].

TABLE II
COMPARISON WITH THE STATE-OF-THE-ART METHODS ON CLEVELAND

DATABASE.

Method Year Accuracy (%)

M. S. Amin et al. [13] 2019 87.41

C. B. C. Latha et al. [6] 2019 85.48

R. Bharti et al. [9] 2021 94.20

C. B. Gokulnath et al. [12] 2019 84.40

P. Rani et al. [15] 2021 86.60

Proposed Method 2021 87.13

Fig. 6. Comparison of specificity with Bharti et al. [9].

of Research and Innovation Services of the University of

Windsor.
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AbstractÐIn IoT healthcare environment, the devices are not
sufficiently powerful for operating recent deep learning models,
and data collected by the devices are usually decentralized.
Moreover, data are unavailable to share between devices because
of information security issues. Therefore, a concept of federated
learning has emerged to overcome data sharing issues, and a
concept of binarized neural network has emerged to gener-
ate lightweight deep learning models. This paper proposes a
federated binarized neural network model to derive a reliable
healthcare system in this circumstance. This paper shows an
overview of considered system model with constrained IoT
healthcare devices. In addition, this paper shows illustrations
of implementing the proposed federated learning model with the
proposed binarized MLP networks by utilizing an open-source
library. The experiment results show that the binarized MLP
network shows comparable performances compared to the full-
precision MLP network while the binarized MLP requires about
10-times less model size for training.

Index TermsÐFederated learning, Binarized neural network,
Internet of Things, Healthcare

I. INTRODUCTION

Today, with a huge development of machine learning (ML)

and artificial intelligence (AI) techniques, the application of

AI/ML is inevitable to all IT based applications and services.

Particularly, the emergence of deep learning has accelerated

the innovations in all IT related areas [1], [2].

Deep learning based AI techniques require the entire dataset

as centralized manner. However, these kinds of centralized

approaches have raised several issues, such as data security

and privacy. Particularly, to preserve privacy of users, the

necessity of distributed approaches for AI/ML techniques has

increased. Therefore, a concept of federated learning has been

emerged [3], [4]. Unlike to centralized AI models, in federated

learning environment, each device contains AI models for train

This research was financially supported by the Ministry of Trade, Industry
and Energy (MOTIE) and Korea Institute for Advancement of Technology
(KIAT) through the International Cooperative R&D program. (Project No.
0011879). Corresponding author: Jongmin Yu (andrew.yu@kaist.ac.kr).

and inference. The device sends AI models, including detailed

information of parameter weights. Since data from the device

are not shared to public, using federated learning becomes

more popular in industrial sectors, particularly, that handles

various personal data such as healthcare.

With the advantages of federated learning, various ap-

proaches have been proposed in IoT based healthcare services

[5]±[7]. Particularly, Wu et al. [8] proposed a personalized

federated learning model for in-home health monitoring by

exploiting generative convolutional autoencoder in cloud-edge

computing environment. Chen et al. [9] proposed a fed-

erated transfer learning framework for wearable healthcare

devices. These kinds of approaches produced remarkable

performances; however, deep neural network based federated

learning models have a very high complexity model in general.

Therefore, it may not suitable for constrained devices. In IoT

healthcare environments, the complexity of AI/ML models

becomes an issue because many applications have utilized

constrained devices.

To overcome this issue, as one of possible approaches

to reduce the complexity of AI model, a concept of bina-

rized (or binary) neural network has emerged [10]. Since the

concept of binarized neural network can significantly reduce

size and complexity of deep neural networks, it has been

mainly considered in image processing area [11] to reduce

computational complexity of convolutional neural network. In

IoT environments, few studies have leveraged BNN. Using

the concept of binarized neural network, this paper proposes a

binarized multi-layer perceptron model for constrained devices

in IoT environment. Cerutti et al. [12] proposed a sound event

detection model based on binary neural network for power-

constrained IoT devices. Verca et al. [13] proposed a method

for detecting network intrusion with binarized neural network

that can be utilized in embedded IoT devices.

Based on these backgrounds, this paper proposes a frame-

work with federated binarized neural network model in IoT

241978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



healthcare environments with various constrained devices. The

contributions of this paper are summarized as follows:

• This paper proposes a federated learning based binarized

neural network model for considering the characteristics

of constrained devices in IoT healthcare environments.

• This paper proposes a binarized multi-layer perceptron

(MLP) network model for handling IoT data. It also

illustrates a implementation procedures of the proposed

federated binarized MLP using an open-source [14].

• Using the real-world dataset [15] captured by a radar-

based contactless biometric monitoring testbed, this paper

shows the performance of the proposed binarized neural

network model in federated learning environment. The

results show that the proposed binarized neural network

model performs comparable performance, compared with

the full-precision model, with 10-times less model size

for training.

II. SYSTEM MODEL

This paper considers a healthcare monitoring system con-

sisting of a global server and N distributed gateways de-

ployed at users’ house. Each gateway manages various

health/biometric monitoring devices in the house. Each moni-

toring device collects various healthcare data from users. The

collected data are transferred to the local gateway device.

Figure 1 shows an illustration of the proposed federated

learning framework.

A. Federated learning for IoT devices

For applying federated learning based AI applications, both

local clients and global server share the same neural network

structures. To update the model parameters, for each commu-

nication round, a federated learning is operated as follows.

1) Local clients utilize the data collected from monitoring

devices to train local neural network model.

2) When a local model training is done, the trained model is

sent to the global server. At this time, some information

such as general statistics of dataset is also transferred

for applying a federated learning algorithm in the global

server; however, no raw data are directly transferred to

the global server.

3) When the global server aggregates all local models from

the gateways, the server combines the local models into

one single global model and validates the new global

model.

4) After the validation, the newly updated global model is

sent back to all local gateways so that local clients can

also update their local model.

A federated learning iteratively performs to improve the per-

formance of both local and global model.

In the proposed model, both clients and server have deep

neural network based model. The primary objective of feder-

ated learning with deep neural network is to minimize risk,

which means how accurately achieve a global objective by

combining the results from local objective functions. Let F k

and Dk denote the local objectives and the set of indexes of

Fig. 1. An overview of considered IoT healthcare environment

local data on device k. Then, the risk minimization problem

or federated learning can be shown as follows [16].

min
ω∈Rd

f(ω) =
K
∑

k=1

nk

n
F k(ω),where F k(ω) =

1

nk

∑

i=Dk

F k
i (ω).

(1)

In equation (1), n =
∑K

k=1
nk means the total number of

samples, where K is the number of active devices participating

in federated learning. The global objective f(ω) in federated

learning is able to be represented as a linear sum of the

local objectives Fk(ω), where ω denotes the parameters of the

model (e.g., the weights and bias in a deep neural network).

Each local objective is defined by averaging the outputs

of the local objectives with respect to each local dataset:

F k(ω) = 1

nk

∑

i=Dk
F k
i (ω).

FederatedAverage (FedAvg) algorithm, which is one of the

most well-known approaches in federated learning, is utilized

as the fundamental framework in federated learning setting

[16]. FedAvg utilizes an iterative model averaging scheme

with collected local stochastic gradient descent (SGD) from

local devices. In each iteration t, each device k calculates the

average gradient gk = ∇Fk(ωt) of the local model at the

current model parameters ωt. Then, the server aggregates all

of gradients from devices and updates the global as follows,

ωt+1 ← ωt − η∇f(ωt), where ∇f(ωt) =
K
∑

k=1

nk

n
gk. (2)

This paper also adopts the concept of FedAvg algorithm

for performing a federated learning with a binarized neural

network. The global model in server can be derived by using

FedAvg algorithm.

After the global model is learned, the model can be applied

to the local devices. However, if the global model is directly

overwritten to local models, each local model has lost its lo-

cality that contains the characteristics of individual. Therefore,

in this paper, the local model is updated as follows

ωk,t+1 = ωG,t+1 + λωk,t. (3)

In equation (3), ωG,t+1 means the results of FedAvg in global

server at time t + 1, and ωk,t and ωk,t+1 indicate model
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Fig. 2. A concept of binarized neural network

parameters of a local client k at time t and t+1, respectively.

Here, λ is a balance weight for the local model parameters at

the previous time frame. If λ = 0, it ignores the local model

parameters.

B. Binarized neural network model

Binarized neural network (BNN) is a deep neural network

that has weight parameters only consists of either −1 or 1
[17]. Figure 2 shows a concept of BNN. When an input It

quantizes a weight parameter into either −1 or 1 as follows.

q(x) =

{

1 if x ≥ 0,

−1 if x < 0,
(4)

where x is a weight parameter of a original model and q(x)
is an activation function to make binarized neural network.

In general, each weight parameter of a neural network model

is represented as floating number. Therefore, it requires at

least 32-bit for storing one weight parameter of the model.

However, in a BNN, it requires only 1-bit for storing the

weight parameter because the weight is either −1 or 1. There-

fore, theoretically, BNN can consume 32-times lower storage

and communication costs. Since the communication costs are

expensive in federated learning, these kinds of cost reduction

is very helpful to operating IoT systems, particularly, consists

of many constrained devices. For example, the throughput of

LoRaWAN varies from 300 bps to 37.5 Kbps [18].

Various neural network models can be applied to IoT

environment. In this paper, a binarized multi-layer perceptron

(MLP) network is utilized to train and predict healthcare

datasets from constrained devices. The reason to choose MLP

is that the dimensionality of input data from constrained

devices is relatively lower than other environments.

By using the proposed federated learning framework and

binarized MLP network, the next section shows how the

proposed federated binarized neural network model is imple-

mented for experiments with the real-world dataset from IoT

healthcare environment.

III. IMPLEMENTATION

For implementing a binarized MLP and a federated learning

process, this paper utilizes Python, Tensorflow, and an open-

source Larq [14] that provides BNN library.

Fig. 3. An illustration of binarized MLP using Larq

Fig. 4. An illustration of federated learning using Tensorflow with Larq

A. Binarized Multi-Layer Perceptron

Figure 3 shows an implementation of the proposed binarized

MLP network using Larq library. Since the dimension of data

is relatively low, a MLP network is adopted on both the

server and the devices at users’ house for model training and

prediction. The dimension of input is 14 (from a dataset [15]).

The MLP network is composed of 4 fully-connected layers

with 64, 32, 16, and 6 (i.e., the number of classes) units

for extracting features from input data. A binary quantizer

(which can be used as activation function in BNN), called

SteSign quantizer with a standard weight clip constraint is

used. Using this quantizer, the gradient is estimated using

the straight-through estimator. Softmax is adopted in the final

fully-connected layer of the MLP network to calculate the

probability of the output results. According to the guideline

from [14] inspired by [19], batch normalization layers with

momentum of 0.9 are inserted between network layers.

B. Federated learning with binarized MLP

Figure 4 shows an implementation of the proposed federated

learning framework for the simulation. The implementation of
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TABLE I
ACCURACY AND F1-SCORE OF VARIOUS METHODS

Model Accuracy F1-score Model Size

Fed-Bin-MLP (global) 0.783 0.783 1.36 KB

Fed-Full-MLP (global) 0.802 0.802 14.80 KB

Fed-Bin-MLP (local avg.) 0.843 0.843 1.36 KB

Fed-Full-MLP (local avg.) 0.833 0.833 14.80 KB

Fig. 5. A trend of accuracy for federated MLP models

federated learning is inspired by [20]. The detailed implemen-

tation is follows.

Line 1 means the model utilizes the binary weights (i.e.,

either −1 or 1). First, global model is initialized in line 2. A

variable in line 6 uses to calculate scales weights for applying

equations (1) and (2).

For each local device, local model learning is performed

from line 8. From line 9 to 11, it shows a local model

initialization. The model is trained by Adam optimizer with a

loss function of categorical cross-entropy.

From line 14 to 20, it represents the proposed local weight

update procedure in equation (3). The balance weight λ is set

to 0.2 tuned using cross-validation procedure.

From line 22 to 28, it loads a local datasets of each device

and trains a local binarized MLP network model. Batch size

for training local models is set to 32. In line 28, the trained

local model is saved for performing the proposed local weight

update procedure described above.

From line 30 to 33, is performs weight calculation for

federated learning according to equation (1). After local model

training is done, from line 39, the global binarized MLP is

updated according to equation (2).

IV. EXPERIMENTS

This section shows various simulation results of the pro-

posed federated binarized MLP model compared with various

methods. For the simulation, this paper refers a dataset from

[15] that consists of various biometric information (e.g., heart

rate, breath rate, the intensity of movement etc.) collected from

radar-based contactless biometric monitoring testbed.

The total number of participants considered in this exper-

iment is 20. The dataset contains 14 attributes (e.g., heart

Fig. 6. Data distribution of selected devices and their prediction accuracies
for federated binarized MLP

rate, breath rate, etc.) collected from radar-based contactless

biometric monitoring system [15]. The total number of classes

is 6 that represents the status of users. Data with Null element

are removed for experiments. Consequently, each user has

the average 100K data points. Each dataset from user has

non-IID characteristics. A min-max scalar is applied for the

entire dataset. For binarized network, the data additionally

normalized for setting the value in [-1, 1]. Since it is a multi-

class classification problem, accuracy and f1-score (which

calculates metrics globally by counting the total true positives,

false negatives and false positives) are chosen as performance

metrics. RTX 2070 SUPER is used for these experiments.

Table I shows the performance of the proposed federated

binarized MLP model (i.e., Fed-Bin-MLP) compared with

federated MLP with full precision networks (i.e., Fed-Full-

MLP). In the table, ªglobalº means the performance of the

global model and ªlocal avg.º means the averaged performance

of all local models. As shown in Table I, full precision

MLP shows a better performance than that of binarized MLP.

Fed-Full-MLP shows accuracy and f1-score of 0.802 for the

global model and those of 0.833 as average for local models,

respectively. On the other hand, Fed-Bin-MLP shows accuracy

and f1-score of 0.783 for the global model and those of 0.843

as average for local models. The values represent that MLP

networks with either binary precision or full precision show

similar performance. However, as shown in the table, a model

size of Fed-Bin-MLP is about 1.4 KB while that of Fed-Full-

MLP is about 15 KB.

Since constrained IoT devices produce relatively lower

complex data (i.e., data with a lower dimensionality) compared

to other devices, the binarized MLP network also can capture

enough discriminative information compared with the MLP

network with full precision weights. In addition, since local

models is updated using raw datasets, the overall performance

of local models is higher than that of the global model for

both MLPs with binary and full precision weights.

Meanwhile, Table I shows the best case for each model, so it

is necessary to check some trends of accuracy changed during

the communication rounds. Figure 5 shows a trend of accuracy
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for federated MLP models with respect to communications

rounds (i.e., as time goes). Basically, when time goes (i.e.,

the number of communication rounds is increased), overall

performance of the federated MLP models increases. However,

the trends of binarized MLP and full-precision MLP networks

are a little different. The full-precision MLP networks show

stable results. Both local and global models show significant

performance improvement at a certain points. On the other

hand, the binarized MLP networks show relatively unstable

results. Since the binarized MLP contains less information in

model parameters, it is more sensitive to variations of input

data. Therefore, the accuracy values of both local and global

models are fluctuated and sometimes overfitted.

Lastly, since this paper handles non-iid datasets, 4 devices,

which show the different range of accuracy for local models,

are chosen for microscopic analysis. Figure 6 shows a data dis-

tribution of the selected devices (i.e., the number of data points

of each class) and the accuracy performance of the devices

with federated binarized MLP. As shown in the figure, each

device collects data with different characteristics. For example,

the largest amount of data from device 1 is class 1, but that

from device 4 is class 4. The device 3, which has the largest

amount data of class 6, shows the lowest performance among

4 devices. These kinds of non-iid characteristics significantly

impacts on the performance of local and global models.

Since the global model can contain more generalized infor-

mation from all local clients, therefore, it is possible to provide

better performances for general circumstances. Meanwhile,

from a local client points of view, generalization of the

model means that it loses some local specific features for

customization. Therefore, it is necessary that some kinds of

adaptation techniques for both local and global models to

improve the overall performance of the entire systems. Not

only the characteristics of non-iid data environments but also

the input sensitive characteristics of binarized neural networks

should be considered. In future, these kinds of issues should

be considered in future to improve overall performance of a

federated binarized neural networks.

V. CONCLUSION

This paper has proposed a federated binarized neural net-

work model that can be utilized in IoT healthcare environments

with various constrained devices. For the proposed federated

binarized neural network model, the detailed methods for

model exchange process and a binarized multi-layer perceptron

(MLP) network model are proposed. With implementation

of the proposed federated learning model with the proposed

binarized MLP networks, the experiment results show that

the binarized MLP network shows comparable performances

compared to the full-precision MLP network while the bi-

narized MLP requires much less model size for training.

To improve the overall performance of a federated binarized

neural network for IoT healthcare environments, various issues

should be more considered in future such as local-global

model adaptation, handling non-iid datasets, more input stable

binarized neural network models.
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AbstractÐWith the proliferation of Internet of Things tech-
nologies, health care services that target a household equipped
with IoT devices are widely emerging. In the meantime, the
number of global single households is expected to rapidly grow.
Contactless radar-based sensors are recently investigated as a
convenient and practical means to collect biometric data of sub-
jects in single households. In this paper, biometric data collected
by contactless radar-based sensors installed in single households
of the elderly under uncontrolled environments are analyzed,
and a deep learning-based classification model is proposed that
estimates a user’s status in one of the predefined classes. In
particular, the issue of the imbalance class sizes in the generated
dataset is managed by reorganizing the classes into a hierarchical
structure and designing the architecture for a deep learning-
based status classification model. The experimental results verify
that the proposed classification model has a noticeable impact in
mitigating the issue of imbalanced class sizes as it enhances the
classification accuracy of the individual class by up to 65% while
improving the overall status classification accuracy by 6%.

Index TermsÐRadar-based status monitoring, status classifi-
cation, imbalanced data

I. INTRODUCTION

With the proliferation of Internet of Things (IoT) technolo-

gies, diverse applications and services targeting a household

equipped with IoT devices are widely developed. In the mean-

time, single households are expected to globally grow over

the next decades, and the single households of the elderly are

This research was financially supported by the Ministry of Trade, Industry
and Energy (MOTIE) and Korea Institute for Advancement of Technology
(KIAT) through the International Cooperative R&D program. (Project No.
0011879)

anticipated to take a significant portion [1]. Accordingly, the

need for health care services for various health problems (e.g.,

monitoring of underlying diseases, detecting emergencies, etc.)

that can occur in single households of the elderly is increasing.

Many health care services utilize on-body or contactless

sensors to collect and monitor the data about their service

users in their households [2]. The on-body method obtains

the data through a wearable device such as a smartwatch,

which requires to be attached to the body of the user for

service provision. Since the on-body sensors are often tightly

placed on the user’s body, the biometric data collected from

the on-body sensors are relatively accurate. However, the user

has to continuously wear the monitoring device for reliable

service provision, and the devices need to be periodically

charged. This increases the inconvenience and leads to a low

usage rate, in particular, for the high age group who often

has difficulties in using smart devices [3]. Accordingly, the

methods to monitor the users’ status in their households with

externally installed contactless sensors are widely investigated

for reliable service provision without affecting the users’ daily

life [4].

With the advances of the sensor technology, radar-based

data acquisition methods are recently investigated, which

obtains an individual’s biometric information (e.g., heart rate,

respiration, etc.) from the phase change of the radar reflected

by the movement of the human body, and the development of

relevant data processing methods are in progress [5]±[8]. In

this paper, a classification method is studied to estimate the

status of subjects from their real-world biometric information

246978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 1. High level radar-based biometric monitoring system model

Fig. 2. Actual illustration of the radar sensor installed in an single household

TABLE I
SPECIFICATIONS OF THE INSTALLED RADAR SENSOR

Category Specification

Chip Sharp DC6M4JN3000

Method Microwaves (24.05 24.25GHz)

Resolution 60cm

Range (Max.)
1.5m (Heartbeats, Breathing)
7m (Body motion)

Directionality Azimuth: 25◦, Elevation: 20◦

Error rate ±10% ( 3m)

that is collected through contactless radar-based sensors in-

stalled in single households. As the frequency and duration for

the occurrence of the subjects’ status differ, the issue of status

class imbalance inevitably rises in uncontrolled environments.

In this paper, the status classes in the collected data are

reorganized into a hierarchical structure to handle the issue of

the imbalanced classes. In particular, this paper analyzes the

biometric information of 22 elders collected in uncontrolled

environments and proposes a subject’s status classification

model with the hierarchically structured data that alleviates

the imbalance issue.

The rest of this paper is organized as follows. Section II

provides previous studies. Section III introduces the status

classification method. The performance evaluation is presented

in Section IV, followed by the conclusion in Section V.

II. RELATED WORKS

Biometric information monitoring technologies with con-

tactless radar-based sensors are largely divided into two fields

of research: research on increasing the accuracy of the mea-

surement of monitoring devices and research on accurately

and effectively analyzing the obtained information. As the

sensor technologies have become more mature than before, the

studies to accurately analyze the obtained data are actively in

progress nowadays. In relation to contactless radar-based bio-

metric information monitoring, research on cardio-respiration

TABLE II
SAMPLE DISTRIBUTION OF THE HR DATASET

Class Status Number of data samples Ratio

1 Not detected 3,673 34.85%

2 In sleep 4,831 45.84%

3 In active activity 602 5.71%

4 In stationary Activity 554 5.26%

5 In unidentified activity 879 8.34%

Total 10,539 100%

Fig. 3. Reorganization of the status dataset structure with biometric data

monitoring is widely investigated, which is mainly conducted

in an impulse-radio ultra wide band (IR-UWB) radar-based

environment [5]. These studies include the research on accu-

rate measuring of heart rate, continuous monitoring of cardio-

respiration rate [9], and monitoring and estimating the sleep

stages [8]±[10]. In particular, with the development of machine

learning and artificial intelligence technologies, various studies

have now adapted deep learning technologies to accurately

analyze biometric data. In [10], the cardio-respiratory signals

collected through an IR-UWB radar-based device are analyzed

with recurrent neural networks and an attention mechanism.

In [11], the performance of various deep learning technologies

with the publicly available biometric datasets is evaluated. In

[12] and [13], electrocardiogram signals are analyzed based

on a convolutional neural network.

However, to the best knowledge of the authors, the previous

studies have not managed the issue of the imbalance classes

in the dataset that inevitably occurs in practice under un-

controlled environments. Accordingly, this study specifically

targets a method to alleviate the adverse effect caused by

the imbalanced dataset that is used to develop a user’s status

classification model with the biometric data collected by a

contactless radar-based sensor.

III. STATUS CLASSIFICATION FROM IMBALANCED DATA

OF BIOMETRIC FEATURE

In this section, we propose a deep learning-based status

classification model based on the biometric data of a single

targeted subject. The proposed model estimates the status of

the subject in one of the predefined status classes. In prior to

providing the details of the proposed model, we introduce the

dataset first to ease the understanding of the reason behind the

proposed classification model.
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Fig. 4. Proposed deep learning-based user status estimation model with biometric data with imbalanced classes

A. Dataset Generation and Data Preprocessing

The real-world biometric data that were collected from

uncontrolled environments are used in this study. The radar

sensors with the specifications given in Table I were installed

in a bed room of over 100 individual single households, as

described in Fig. 1 and Fig. 2. The dataset was generated by

collecting the heart rate, respiratory rate, and body motion,

and other types of biometric features for every 2 minutes at

different times for each individual from 2020 to 2021. Whereas

the dataset includes various types of biometric features, the

heart rate, respiratory rate, and body motion data are used

in this paper for simplicity. However, the method proposed

in this paper is not restricted to the specific combination of

the biometric features but can be extended to many feature

compositions.

The subject’s status for the collected biometric features are

labeled by experts as one of the five predefined classes: the

subject is 1) not detected, 2) in sleep, 3) in an active activity,

4) in a stationary activity, and 5) in an undefined activity. From

the generated dataset, the parts that are stably collected without

a network disconnection are extracted, resulting in a subset of

the data from 22 out of 112 subjects. Min-max normalization

is applied to each dimension of the biometric features. The

data are segmented into fully non-overlapping data samples for

30 minutes, and the dimension of a data sample accordingly

becomes 15. The status of a segmented data sample is set as

the most frequently detected status in that period. Table. II

shows the sample distributions of the dataset with respect to

the status classes.

As the dataset is collected with externally installed sensors

in the subjects’ places, the dataset includes the data when

the subjects are in sleep as well as when they are out of

the range of the sensors. Subsequently, the frequency and

duration of the subjects’ statuses are different under uncon-

trolled environments, and the imbalance in the status classes

inevitably occurs. In the remainder of this section, the issue of

the imbalanced classes is handled by reorganizing the status

classes into a hierarchical structure with classes and subclasses

as described in Fig. 3 and by developing a neural network

model that is particularly designed to learn the hierarchical

structure.

B. Status Classification

The objective of a status classification problem is to estimate

the probability of occurrence of a status in a given period when

a sequence of biometric features is observed, such that

Pr(y | X), (1)

where y denotes the status class before the reorganization, and

X is the input sequence of biometric features. As the dataset is

reorganized in a hierarchical structure, the status classification

problem in (1) can be now considered as estimating the joint

probability of classes and subclasses, which is given by

Pr(s, c | X), (2)

where c denotes the class, and s denotes the subclass. The

joint probability in (2) then can be further divided into

Pr(c | X) Pr(s | c,X). (3)

where Pr(c | X) indicates the probability of the occurrence of

a class when a biometric data feature is observed, and Pr(s |
c,X) indicates the probability of the occurrence of a subclass

when the information on the class and biometric data are given.

That is, the status classification problem in (1) can be

investigated as a combination of two separate classification

problems, which are respectively predicting the class and

subclass. Through separately developing these classification

models, the problem to find the decision boundaries among

the classes and subclasses can be simplified. In addition, the

issue of imbalance status class can be mitigated to some degree

by transferring the classification models that are separately

pre-trained into a comprehensive model for integration and

parameter tuning as described in Fig. 4.

As the main focus of this paper is to investigate the impact

of the proposed classification model structure particularly de-

signed for the hierarchically structured dataset, multi-layered

perceptrons (MLP) are applied for the classification models

for simplicity. However, the proposed model is not restricted

to MLP but other advanced deep learning models can be

alternatively used to enhance the performance.
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TABLE III
CONFUSION MATRIX FOR ERROR MEASUREMENTS

Actual
Predicted

Positive Negative

Positive True positive (TP) False negative (FN)

Negative False positive (FP) True negative (FN)

IV. PERFORMANCE EVALUATION

In this section, the performance of the proposed status

classification model is evaluated in terms of its classification

accuracy.

A. Evaluation Metric

The performance of the proposed model is evaluated with

a well-known error measurement, F1 score, based on the

confusion matrix illustrated in Table III. The F1 score is the

harmonic mean of the precision and recall, where the precision

indicates the ratio between the true positive instances and all

positive instances while the recall indicates the ratio between

the true positive instances and all of the instances that are

identified as positive. For a multi-label classification problem,

the confusion matrix and F1 score of each class are computed

and combined afterward.

The F1 score for the i-th class is given by

F1 score =
TPi

TPi +
1

2
(FPi + FNi)

, (4)

where TPi, TNi, FPi, and FNi are the numbers of the true pos-

itive, true negative, false positive, and false negative instances

for the i-th class. The F1 score has a range of [0, 1], and a

value closer to 1 implies better classification performance. The

unweighted mean of each class’ F1 scores is widely considered

an adequate metric to evaluate the performance of a classifier

on a dataset with imbalanced class samples. Accordingly, the

equally weighted F1 scores of the classes regardless of their

numbers of instances are used for performance evaluation.

B. Experimental Settings and Results

To evaluate the performance of the proposed classification

model, experiments on the classification methods with con-

ventional machine learning and deep learning techniques are

conducted. As the benchmarks, the performance of Gaussian

naÈıve Bayes (NB), k-nearest neighbor (kNN), support vector

machine (SVM), and random forest (RF) are experimentally

investigated. In addition, MLP with different numbers of

layers and nodes are used as the baselines. The conventional

machine learning methods are implemented with the scikit-

learn library in python. Each part of the proposed model is

designed with two fully connected layers where each layer

is respectively composed of 16 and 8 nodes. The class and

subclass classification models are pre-trained and combined

with the status classification part in the end for further training.

The baseline MLP models are designed with a combination

of layers with 32, 16, and 8 nodes. The deep learning models

are implemented with TensorFlow and Keras. For all deep

TABLE IV
F1 SCORE OF THE STATUS CLASSES (%)

(STATUS CLASS: 1. NOT DETECTED, 2. IN SLEEP, 3. IN ACTIVE ACTIVITY,
4. IN STATIONARY ACTIVITY, AND 5. IN UNDEFINED ACTIVITY)

Model
Status class

Avg.
1 2 3 4 5

NB 83.3 74.6 39.0 18.9 63.2 55.8

kNN 88.1 84.1 11.9 12.9 61.1 51.6

SVM 90.2 88.6 7.6 3.7 72.8 52.6

RF 92.3 87.4 5.5 15.9 73.3 54.9

MLP (16-8) 90.7 91.3 53.2 13.1 80.9 65.8

MLP (16-16-8) 91.0 90.9 44.2 24.2 78.9 65.8

MLP (16-16-16-8) 90.6 90.6 46.4 5.3 79.0 62.4

MLP (32-16-8) 91.0 91.6 49.3 11.9 80.5 64.9

MLP (32-16-16-8) 91.0 90.8 50.0 9.8 80.7 64.5

Proposed 91.3 91.0 46.1 40.2 80.9 69.9

learning models, Adam optimizer is applied with a learning

rate 0.001, and they are trained until the losses are converged

with the learning rate decay and early stopping. For training,

validation, and test, 60%, 20%, and 20% of instances are

randomly selected from the generated dataset, respectively.

The experimental results are provided in Table IV. The

results show that the deep learning approaches outperform the

conventional machine learning approaches. In addition, as the

number of instances in Class 1 (not detected) and Class 2

(in sleep) are much larger than those of the other classes,

the classification models are trained biased to Class 1 and

Class 2. As result, the F1 scores of the classes with small

numbers of instances, Class 3 (in an active activity) and Class

4 (in a stationary activity), are fairly lower than the others

in general. In particular, Class 4 is relatively difficult to be

separated from Class 2 as the biometric features of these two

classes are not much different from each other but Class 4

has much fewer instances compared to Class 2. Even though

the MLP models achieve higher F1 scores for Class 3 than

the conventional machine learning models do, their F1 scores

for Class 4 are still comparatively low. In the meantime, the

proposed model achieves noticeable improvements on the F1

scores of both Class 3 and Class 4, resulting in the highest F1

score on average over the classes.

In summary, whereas there have not been significant im-

provements in the classification accuracy for the classes with

a large number of instances, the results show that the proposed

model improves the classification accuracy for the classes

in small sizes. Hence, these results verify the effectiveness

of the proposed classification model in the structure that is

particularly designed for a dataset with imbalanced class sizes.

V. CONCLUSION

In this paper, the biometric data (i.e., heart rate, respiratory

rate, and volume of motion) collected in single households of

the elderly under uncontrolled environments are investigated,

and a classification model is proposed that estimates a user’s

status in one of the five predefined classes (i.e., not detected,

in sleep, in an active activity, in a stationary activity, and in an

undefined activity). In particular, the issue of the imbalanced
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class is managed by reorganizing the classes into a hierarchical

structure and separating the status classification problem into

two disjoint problems based on probabilistic analysis. The

separated classification models are deliberately designed to

manage the individual objective of the disjoint classification

problems. The scope of this study is to verify the impact of the

structure of the proposed classification model in alleviating the

adverse effects of the imbalanced class. Accordingly, simple

feed-forward networks are applied for classification to rule

out the influences caused by the choice of deep learning

technologies other than the structure of the classification model

itself. The experimental results show that the proposed model

enhances the status classification accuracy of the individual

class by over 65% while improving the overall accuracy by

6%. Whereas the improvements in the overall accuracy are

not significant, the results verify that the proposed model has

a noticeable impact in managing the issue of imbalanced class.

To improve the overall classification accuracy, more advanced

deep learning technologies (e.g. convolutional neural network,

long-short-term memory, etc.) can be extensively applied to

the proposed classification model structure as a future work

of this study.
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Abstract—Human gestures play important roles in the 
interaction between humans and machines. These human gestures 
are becoming more important, yet complex gesture input and 
noise induced by external elements are important problems to 
solve in order to improve the accuracy of hand gesture recognition 
methods. Convolutional Neural Networks (CNN) are offered as a 
technology that can solve this problem in this research. CNN has 
the advantage of being able to learn image data, and this 
technology will greatly improve human-machine interaction 
accuracy. Data was extracted using Vivaldi antennas with a 
frequency bandwidth of 7.4-9.0 GHz and gain characteristics of 8 
dB in five sign language operations, and data that went through 
the preprocessing process was learned through CNN. The 
classification results of the proposed CNN showed about 90% 
accuracy.

Keywords—IR-UWB Radar, 2D-FFT, Hand Gesture, CNN, 

Machine Learning

.

I. INTRODUCTION

Human gestures play a very important role in the interaction 
between humans and machines. A representative example is a 
technology that replaces a switch or remote control that requires 
existing physical contact with only a gesture [1]. However, 
while the importance of hand gesture recognition technology 
increases, the accuracy of hand gesture recognition technology 
is still insufficient. The impulse radio ultra-wideband radar (IR-
UWB RADAR) technology is effective in addressing these 
issues.
The radar we used to increase recognition accuracy is the 

Impulse Radar-Ultra Wide Bandwidth (IR-UWB), which uses 
a wide frequency band with low power, and has characteristics 
such as an occupancy bandwidth of 25% or more of the FCC's 
central frequency and an occupancy bandwidth of 500 MHz or 
more. 

And because it instantaneously transmits a very narrow pulse, 
there is a very low spectral power density over a very wide 
frequency band. These characteristics can improve the accuracy 
of hand gesture recognition as they provide high security and 
high data transmission characteristics, high resolution as 
accurate distance and location measurements are possible [2-4]. 
Recognizing human gestures using radar requires the extraction 
of meaningful information from the received signal, which is 
difficult to do in big datasets containing a variety of human 
gestures [5]. To overcome this issue, 2D-FFT was utilized to 
convert the data into 2D data with important properties, and a 
convolutional neural network (CNN) was used to classify the 
results. Recently, several neural network technologies have 
been studied, and results have been derived that CNN is easy to 
learn image data. Therefore, CNN was judged to be useful for 
classifying image data output by radar, so it was used for hand 
gesture identification [6]. The composition of this paper is as 
follows. This paper is structured as follows. It is divided into 
three parts, each of which has the following contents. Section 2
describes the theories related to radar and the Fourier transform
and Section 3 describes the experimental process and results, 
and finally Section 4 describes the conclusions.

II. THEORY

A. IR-UWB Radar

Radars are largely divided into continuous wave radars and 
pulsed wave radars depending on the radio waves used. 
Continuous-wave radar refers to a radar that continuously 
radiates radio waves with a constant frequency, and pulsed wave 
radar refers to a radar that radiates radio waves that 
instantaneously increase and returns along a specific cycle. Here, 
there is a problem in that it is impossible to measure when the 
reflected wave returns because the same radio wave is 
continuously received in the receiving unit of the continuous 
wave radar. Therefore, it is difficult for the continuous wave 
radar to measure the distance between objects. Therefore, it is 
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the frequency modulation continuous wave radar FMCW radar 
that has improved the distance measurement capability by 
modulating the frequency modulation continuous wave radar. 
However, since it is impossible to distinguish reflected waves (a 
kind of noise) generated by the speed, angle, and surrounding 
terrain of the target, the FMCW Doppler radar method solved 
the problem using the Doppler effect. In other words, when 
continuous waves are used, additional functions such as 
frequency modulation must be added to measure the most basic 
distance, and a high-spec signal processing system is needed to 
process a large amount of information that continues to flood, 
making the system larger and more complex. On the other hand, 
radars using pulse waves radiate waves with different 
amplitudes for a moment, so they can easily measure the 
distance to the counterpart by knowing when the reflected wave 
returned. Here, by using the Doppler effect, 3D information such 
as target speed and altitude and noise caused by topographic 
features can be removed. And the pulse-Doppler radar may 
constitute a small system. Therefore, since a large amount of 
information does not need to be processed compared to the 
continuous wave radar, the size of the device becomes smaller, 
the configuration becomes simpler, and the energy efficiency is 
increased.

III. EXPERIMENT AND RESULTS
An experimental environment was created as shown in 

Figure 1 to measure hand gestures using radar. The experiment 
used NVA-R661 radar from Novelda, which includes two 
Vivaldi antennas and has a bandwidth of 6.0-8.5 GHz and a gain 
characteristic of 8dB. The sampling rate of the radar is 39GS/s, 
and objects up to 1.5m away can be detected. The radar's Tx 
antenna transmits a signal toward an object, reaches the object, 
and the reflected signal is transmitted to the Rx antenna to 
receive the signal.

Fig. 1. Experiment environment and NVA-R661

The experiment was conducted in a long corridor where no 
surrounding objects existed, as shown in Figure 1, to minimize 
the noise component measured on the radar. In the experiment, 
three experimenters performed sign language operations, and 
measurements were performed at a distance of 50 cm from the 
radar. The hand movements used are five American sign 
language movements, the first being all done sign, the second 
being Eat sign, the third being More sign, and the fourth being 
Thank you sign. Lastly, Sorry sign.

Fig. 2. Selected five sign language

In this paper, five sign language operations were measured 
600 times for each operation. Of the 600 data, 500 were 
measured in general and 100 were measured in a form of 
behaviour that may be somewhat difficult to recognize 
(recognition distance, speed of sign language motion, height 
change of hand).

Figure 3 shows the measurement results of general motion, and 
Figure 4 shows the measurement results of motion that have 
changed various elements. Each result is an image obtained by 
adding all data and then averaging it.

Fig. 3. The measurement results of general motion
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Fig. 4. The measurement results of motion that has changed various elements

In addition, a two-dimensional Fourier transform was 
performed to extract features from the normal hand gesture data.
Image data of the five sign language operations thus obtained 
were converted into frequency domains through 2D-FFT using 
MATLAB, and frequency components at each corner, that is, 
zero frequency values, were collected in the middle to facilitate 
analysis. Figure 5 is the result of the conversion of All done sign 
among the five sign language operations.

Fig. 5. Converted result (All done sign)

2D-FFT is maintained as double-type data, the same data 
type as the initial measurement data, but when learning, if data 
that is not standardized in the gradient descent algorithm of the 
artificial neural network is input, there is a difference in the 
learning process and results. To solve this problem, an 8-bit 
standardization process was additionally performed using 
Matlab.

Finally, in the normalized 2D-FFT image file, the main 
feature is the zero-frequency component present in the centre of 
the image, so only the centre portion of the image was extracted 
to increase the learning speed of CNN and improve recognition 
accuracy, and finally, data of 191 by 191 by 1 was obtained.

In this paper, learning was conducted using Matlab's Deep 
Learning Tool, and the CNN model proposes two CNN models. 

The first proposes a two-stage serial CNN model that learns by 
connecting two CNN terminals, and the second proposes a 
double parallel CNN model that connects two CNN terminals in 
parallel. Figure 6 shows the structure of the two models.

The filter size of the Convolution Layer used was 3 by 3, the 
number of filters was 32 strides 1 by 1, the padding was the same, 
and the weights initializer was the glorot. The pool size of the 
Maxpool layer was selected as 5 by 5, the stride was 1 by 1, and 
the padding was the same. Glorot was used as the Weights 
Initializer of the Fully Connected Layer.

Fig. 6. Block diagram of the proposed model

The main specifications of the system in which learning was 
conducted are as follows.

CPU: 11th Gen Intel(R) Core(TM) i7-11700 @ 2.50GHz

RAM: 32.0GB

GPU: Geforce RTX3090

A total of four data were used for learning. Raw data(Range-
Time map), data performed only 2D-FFT, data performed with 
2D-FFT and normalization, and final data performed with 2D-
FFT, normalization, and feature partial extraction were divided.
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The evaluation method was divided into two methods.

First, the process of learning with 350 general gestures and 
evaluating with 150 general gestures.

The second is the process of learning with 500 general gestures 
and evaluating with 100 change gestures.

The results are shown in Tables I and II below.

TABLE I. TWO-STAGE SERIAL CNN MODEL

Data
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation.

Raw data 81.60% 51.00%

Only 2D-FFT 92.53% 64.40%

2D-FFT and 
normalization 91.47% 62.00%

Final data 92.53% 83.40%

TABLE II. DOUBLE PARALLEL CNN MODEL RESULT

Data
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation

Raw data 90.53% 35.60%

Only 2D-FFT 95.73 75.80%

2D-FFT and 
normalization 96.13% 80.60%

Final data 96.50% 87.20%

And for comparison with the proposed model, learning was 
additionally conducted using Google Net, Resnet-50, VGG-19, 
and AlexNet. Learning and evaluation were conducted using 
four types of data as mentioned above, and learning and 
evaluation were conducted three times to prevent fragmentary 
results of each model, and in the case of three, the maximum 
result was selected and displayed in a table. Each result is shown 
in Tables III, IV, V, and VI.

TABLE III. GOOGLENET MODEL RESULT

Objects
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation

Raw data 99.20% 71.20%

Only 2D-FFT 98.27% 86.80%

2D-FFT and 
normalization 95.20% 87.20%

Final data 92.13% 84.00%

TABLE IV. RESNET-50 MODEL RESULT

Data 
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation

Raw data 99.20% 88.40%

Only 2D-FFT 98.93% 82.20%

2D-FFT and 
normalization 96.40% 82.40%

Final data 96.67% 84.40%

TABLE V. VGG-19 MODEL RESULT

Data 
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation

Raw data 91.73% 47.20%

Only 2D-FFT 93.73% 86.60%

2D-FFT and 
normalization 92.27% 78.60%

Final data 87.33% 78.60%

TABLE VI. ALEXNET MODEL RESULT

Data 
Type

Result of Recognition
The results of the general 

hand gesture evaluation.

The result of the change 

hand gesture evaluation

Raw data 86.67% 59.40%

Only 2D-FFT 93.60% 83.60%

2D-FFT and 
normalization 92.53% 79.00%

Final data 88.93% 83.20%

Even though using Alexnet, Googlenet, Resnet-50, and VGG-
19 provides better hand gesture recognition accuracy than 
shown in the above tables, Googlenet and Resnet-50 confirm 
that the accuracy is higher than the other two models. However, 
VGG-19 and ALEXNET have higher accuracy than serial 
models, but lower accuracy than parallel CNN models. The 
classification accuracy is very high in the case of the prominent 
CNN model, however, leading Googlenet and Resnet in the 
longer learning rate. Googlenet took 7 minutes and Resnet 10 
minutes, and Googlenet and Resnet-50 took about three to five 
times longer than parallel models. Whereas the proposed model 
took only 2 minutes with comparatively higher accuracy. 
Moreover, a model with a shorter learning time is judged to be 
a more competitive model, and the model proposes a parallel 
model with less time execution and higher acuuracy.
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IV. CONCLUSION

In this paper, a radar and deep learning model are proposed 
as a way to improve the accuracy of hand gesture recognition 
technology effective in interaction with machines. Five different 
sign language movements were directly measured by 600 for 
each operation using IR-UWB radar, and then made into 
learning data through preprocessing such as 2D-FFT, 
normalization, and feature extraction with MATLAB. The deep 
learning model used CNN Layer and Pooling Layer as the main 
layers, and a two-stage CNN model and a double parallel CNN 
model were proposed, and learning and evaluation were also 
conducted through several prominent models to compare the 
accuracy of classification results.

Compared with the classification results with existing prominent 
CNN models, the accuracy of the model proposed in this paper 
was judged to be a model with sufficient competitiveness.

In the future, it plans to conduct research to further increase the 
accuracy of recognition of gestures that are difficult to recognize 
with research plans.
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AbstractÐCyber-Physical-Human Systems (CPHS) intercon-
nect humans, physical plants and cyber infrastructure across
space and time. Industrial processes, electromechanical systems
operations and medical diagnosis are some examples where
one can see the intersection of humans, physical and cyber
components. Emergence of Artificial Intelligence (AI) based com-
putational models, controllers and decision support engines have
improved the efficiency and cost effectiveness of such systems and
processes. These CPHS typically involve a collaborative decision
environment, comprising of AI-based models and human experts.
Active Learning (AL) is a category of AI algorithms which
aims to learn an efficient decision model by combining domain
expertise of the human expert and computational capabilities of
the AI model. Given the indispensable role of humans and lack
of understanding about human behavior in collaborative decision
environments, modeling and prediction of behavioral biases is a
critical need. This paper, for the first time, introduces different
behavioral biases within an AL context and investigates their
impacts on the performance of AL strategies. The modelling of
behavioral biases is demonstrated using experiments conducted
on a real-world pancreatic cancer dataset. It is observed that
classification accuracy of the decision model reduces by at least
20% in case of all the behavioral biases.

Index TermsÐActive Learning, Behavioral Biases, Cyber-
Physical-Human Systems, collaborative decision environment,
human behavior modelling

I. INTRODUCTION

Active Learning (AL) is a form of semi-supervised ma-

chine learning (ML) approach where the learning algorithm

leverages information from external sources in order to predict

labels for the unlabeled instances in the dataset. The primary

motive is to accomplish a higher prediction accuracy with

fewer labelled instances as compared to traditional supervised

ML methodologies. It has proved to be advantageous in

modern ML frameworks involving expensive or wearisome

labelling procedures [1]. The learning algorithm in AL settings

is referred to as Active Learner and the external information

source is termed as the Oracle. The AL framework can be

represented as a collaborative decision environment compris-

ing of Artificial Intelligence (AI) engine, in the form of ML-

based classification/regression models; and human experts,

in the form of Oracle (i.e., a domain expert). Typically, in

such environments, the aim is to learn an efficient decision

model by combining domain expertise of the human expert

and computational capabilities of the AI model.

Although there is a plethora of literature published on

handling practical AL challenges, like cold-start problem,

oracle uncertainty, variable labelling costs and performance

evaluation in the absence of ground truth, the collaboration

of human and AI engine in a decision environment is neither

straightforward nor well understood. There are anomalies and

biases associated with both human and AI components of

the decision environment. Algorithmic biases (like, selection

bias, sampling bias, correlation fallacy, etc.) arises due to

inability of algorithms to appropriately adjust to differences

in data from different population subgroups [2]. On the other

hand, behavioral biases (like, overconfidence, cognitive bias,

hot hand fallacy, regret aversion bias, etc.) creep in due to

uncertainties associated with human decisions [3]. This paper,

first simulates different behavioral biases in an AL context.

Then, the impact of these behavioral biases on the performance

of AL strategies is quantified by comparing against an ideal

case, where behavioral biases are absent.

A. Related Work

Human experts are crucial components of AI-enabled ser-

vices in cyber-physical-human systems (CPHS). They form

a collaborative decision environment with the support of AI-

based computational models. This is pertinent in a wide variety

of domains, including fault diagnosis, predictive maintenance,

optimal control, process and manufacturing industry opera-

tions and medical diagnosis. Given the compelling role of

humans in such decision environments, it is an important

research challenge to model, predict and use the limits of
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human behavior (e.g., behavioral bias and cognitive fatigue)

in CPHS design [4]. Modeling human behavior in a decision

environment is not straightforward. Humans use cognitive

mechanisms and decision heuristics to process information and

make decisions under uncertainty [5], [6].

Behavioral biases have been studied in numerous fields,

including investment and finance [7], radiology [8], medical

diagnosis [9], and human-in-the-loop systems [10]. The exis-

tence of behavioral biases for investment decisions is studied,

supported by evidence from the Indian stock market [11].

Protte et al. [3] have presented the impacts of overconfidence

bias and hot-hand fallacy with the help of an experimental

framework involving surveillance drone piloting. Cognitive

bias and carelessness are parameterized, and their impact on

users’ reliability is evaluated for personal context recogni-

tion [12]. Furthermore, several recent studies have proposed

methodologies to address algorithmic biases using effective

sampling approaches [13], [14], [15], [16] and adversarial

learning [17], [18], [19]. Among all these studies presented

in the literature, a generic framework for modelling and

prediction of behavioral biases in the context of a collaborative

decision environment has not been proposed so far. An inter-

active framework with the flexibility to simulate and predict

different behavioral biases would be highly beneficial to study,

analyze and use the limits of human decision under uncertainty

in human-AI collaborative decision-making tasks.

B. Contributions

The article demonstrates the simulation of different behav-

ioral biases in an AL context. AL is represented as a collab-

orative decision environment consisting of AI engines (ML-

based models) and human experts (Oracle). The user inputs are

designed to be taken in two steps: agreement or disagreement

with the AI model, followed by class labels based on human

judgement (in case of disagreement). The behavioral biases are

simulated by providing pre-engineered human decisions during

the input steps. All the bias models are validated by performing

experiments on a real-world pancreatic cancer dataset. Further,

the impacts of all the simulated biases on the performance

of AL strategies are examined by comparing classification

accuracy against an ideal case, which does not subsume any

type of behavioral bias. It is observed that the accuracy score

of the decision model is reduced by at least 20% (in cases

of hot-hand fallacy and representative bias) to around 85%

(in case of gambler’s fallacy). Such a collaborative decision

framework, with the flexibility to study multiple behavioral

biases, has not been proposed in the literature and is a novel

contribution of this work.

The remainder of this article is organized as follows:

background on AL is presented in Section II. Section III

elaborates upon the modelling of behavioral biases within AL

frameworks, followed by experimental setup in Section IV and

results in Section V. The article ends with concluding remarks

in Section VI.

Fig. 1. General Approach of AL frameworks.

II. BACKGROUND ON ACTIVE LEARNING

The general approach of AL frameworks is presented in

Figure 1. Given a dataset D, a small fraction of the samples

(DL) are labelled and majority of them (DU ) are unlabeled.

The primary aim is to accurately predict labels for all instances

in DU with much fewer labelled instances for training, as

compared to the conventional supervised ML frameworks.

This is executed by allowing the Active Learner to choose

the data it wants to learn from ± by posing queries to Oracle

in the form of unlabeled instances and requesting for the

corresponding labels. An initial ML model is trained using

DL. This is followed by the iterative selection of queries by

optimizing appropriate AL heuristics, like entropy of class

probabilities, margin uncertainty or classifier uncertainty. The

model is updated at each query step by including the query

and associated label within DL. This interactive modelling

procedure between AI engine (ML model) and human (Oracle,

i.e., domain expert) can be well represented as a collaborative

decision environment.

The inherent assumptions in AL frameworks give rise to

several challenges during implementation in practical scenar-

ios. There is a wealth of literature on methodologies for

handling each of these practical challenges: cold-start problem

[20], [21], [22], oracle uncertainty [23], [24], [25], hybrid

query strategies [22] and performance evaluation in the ab-

sence of ground truth [25]. However, the representation of AL

in the form of a collaborative decision environment is not well

examined in the literature. The human and AI components in

this collaboration engender behavioral and algorithmic biases

respectively. In this work, different types of behavioral biases

are simulated within an AL context and their impacts is studied

by comparing the accuracy score of associated AL strategy

with an ideal case which does not incorporate any sort of

behavioral bias.

III. BEHAVIORAL BIAS MODELS

The irrational behaviors of humans which abstractly hinder

the logical decision process are known as behavioral biases.

The human decision or judgement methodically deviates from

rationale, under the influence of these biases. This can lead to

serious consequences, especially in domains like human health
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and medicine, where the stakes associated with decision-

making are high. In this work, we consider the following

behavioral biases: herding bias, cognitive bias, hot-hand fal-

lacy, representative bias, anchoring bias, gambler’s fallacy and

regret-aversion bias.

In order to simulate the behavioral biases, the AL frame-

work has been designed to query human experts in two steps:

(I) Firstly, the instance selected by the Active Learner is

labelled as per the AI model trained at the current step.

This instance is then presented to the human expert along

with the predicted label, who is asked to specify whether

he/she agrees or disagrees with the decision of the AI

model.

(II) If the human expert agrees with the decision of AI model,

the predicted label is considered to update the model,

otherwise the human expert is prompted to provide a label

as per his/her judgement.

In this work, we simulate each of the behavioral biases by sup-

plying pre-engineered human decisions during both the input

steps, based on the foundational understanding of respective

biases. On the other hand, the human inputs corresponding to

ªIdeal Caseº are formulated based on the ground-truth labels

in the dataset, which justifies the absence of behavioral biases.

Herding bias is the tendency of humans to take a specific

decision just because it is being supported by many other

people, rather than relying on their own judgement. This

is simulated in our AL environment by making the human

expert to indiscriminately agree with the AI model during step

(I) of each query. Cognitive bias arises from the generation

of a strong, falsified preconceived notion in human minds.

Henceforth, there is a tendency to form mental shortcuts to

process the information quickly, rather than making rational

decisions. We simulate this by making the human expert to

blindly disagree with the AI model during step (I) of the input

process. Further, their decisions are simulated by supplying

uniformly distributed random numbers as shown in (1) during

step (II) of each query. Here, C is the number of classes and

dj is decision of the human expert at step (II) for jth query.

dj ∼ U(1, C) (1)

Hot-hand fallacy causes humans to overconfidently believe

that their decision will be correct based on sequences of imme-

diate correct decisions in the past. This is a ªfallacyº because

a future outcome is independent of the past performance.

This is simulated by considering ground-truth labels during

an initial set of queries, similar to that in Ideal Case. After

an initial set of queries, the inputs are formulated so as to

make the human expert to always disagree with AI model in

step (I) and generating uniformly distributed random numbers

in step (II) to mimic the overconfidence effect in hot-hand

fallacy. Representative bias leads to decisions being taken

based on an erroneous prototype already existing in the human

minds. This ªprototypeº is typically the most relevant example

of a particular object or event. It results in overestimation

of similarity between two things that are being compared

by the humans. In the AL environment, ground truth labels

are considered during initial fraction of queries. Once the

representative bias sets in, the inputs in step (I) are designed

to have the human expert randomly agree/disagree with the AI

model, followed by uniformly distributed random numbers in

step (II), as indicated in (1).

Anchoring bias induces the human decisions to over-rely

on first piece of information about a particular event or

object. This skews the human judgement and prevent them

from making rational decisions. This is simulated in our AL

environment by having inputs so as to make the human expert

to always agree with the AI model after an initial set of

queries. This emulates the decision of human experts to be

anchored based on the information learn during initial queries.

Gambler’s fallacy causes humans to erroneously predict the

probability of a random event based on the outcomes cor-

responding to sequences of immediate events in the past.

Although the human expert would have made a series of

incorrect decisions, he/she would still go ahead for another

wrong decision overconfidently, in the hope of making a

correct one. We simulate this by having the human experts

to forcibly make wrong decisions, i.e., shuffling the ground-

truth class labels for a fraction of instances in the query set.

Regret-aversion bias occurs when human experts make

decisions, so as to avoid regretting alternate decisions in the

future. Under the influence of this bias, the expert prefers to

select the option that would carry the least regret, even if it is

not the most appropriate choice. We simulate this in our AL

environment by modifying the ground-truth labels to replace

them with the ones corresponding to a pessimistic choice (for

example, replacing the label corresponding to lower grade of

a disease with the one corresponding to higher grade of the

same) for a fraction of instances in the set of queries.

IV. EXPERIMENTAL SETUP

In this work, we demonstrate simulation of all the be-

havioral biases discussed in Section III in an AL context,

on a pancreatic cancer dataset adapted from [26]. It com-

prises of data from 159 participants, classified into 4 classes

(healthy, pancreatitis, localized and metastatic) on the ba-

sis of an enzymatic signature consisting of arginase, matrix

metalloproteinase-1, -3, and - 9, cathepsin-B and -E, urokinase

plasminogen activator, and neutrophil elastase [26]. 10% of the

total instances in the dataset are selected randomly to create

an initial labeled dataset, which is used to train an initial ML-

based classification model. Further, 50% of the total instances

are used for querying iteratively (one query per iteration), and

the classification model is updated after each query step. k-

Nearest Neighbors (kNN) is chosen as the base classification

method because it is versatile, simple and easy to implement

and a non-parametric classification algorithm. Moreover, it

does not make any inherent assumptions about the distribution

of input data. Uncertainty Sampling (US) query strategy is

implemented in Python 3.8 to select instances for annotation

by the human experts. US selects instances for querying from

the pool of unlabeled samples which minimizes the classifier
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Fig. 2. Plot of Accuracy Score vs. No. of Queries: Chasing Trends.

uncertainty, as described mathematically in (2). Here, ŷ is the

predicted label for the instance x under the model θ. In the US

query strategy, ŷ is the prediction with the highest posterior

probability under the model θ (indicated in eq. (3)) and x∗ is

the instance chosen for annotation by the human expert.

x∗ = argmin
x

Pθ(ŷ|x) = argmax
x

1− Pθ(ŷ|x) (2)

ŷ = argmax
y

Pθ(y|x) (3)

V. RESULTS

For the sake of convenience, the behavioral biases discussed

in Section III are categorized into 4 categories: Representative

bias and Anchoring bias are classified as Chasing Trends; Hot-

hand and Gambler’s fallacies are Overconfidence biases; Herd-

ing bias and Cognitive bias fall under Limited Attention Span;

and Regret-aversion bias is treated as a separate category. In

order to study the impacts of all these behavioral biases in AL

setting, the performance (i.e., classification accuracy score) of

the model is recorded after each query step for all the cases.

The plots of accuracy scores for all categories of biases are

presented in Figures 2 - 5.

It can be seen that the accuracy score increases with increase

in no. of queries for the Ideal Case. The model trained with

initial labelled dataset classifies around 65% of the instances

correctly. This score gradually increases to around 96% after

80 queries are made to the human annotator and model being

updated after each query step. The corresponding confusion

matrix is shown in Table I. However, this trend is not observed

in case of any of the behavioral biases. For Representative

bias (Figure 2), the accuracy score increases upto 40% of

the queries. The inputs are provided so as to set in the

Representative bias at this point. Once its sets in, the accuracy

score reduces with increasing no. of queries. This is because

Fig. 3. Plot of Accuracy Score vs. No. of Queries: Overconfidence.

Fig. 4. Plot of Accuracy Score vs. No. of Queries: Limited Attention Span.

the human decisions are biased due to an erroneous prototype

already existing in their minds. Similarly, for the cases of

Anchoring bias (Figure 2) and Hot-hand fallacy (Figure 3), the

accuracy score start decreasing after the corresponding biases

set in at 50% and 60% query steps respectively. Further, it

can be seen that in the case of Cognitive bias (Figure 4),

the accuracy score consistently reduces with increase in no.

of queries. This is because the human experts make biased

decisions due to a strong, falsified preconceived notions. They

tend to form mental shortcuts for quick information process-

ing, rather than making rational decisions. Similar trends can

be observed for Gambler’s fallacy (Figure 3), Herding bias

(Figure 4) and Regret-aversion bias (Figure 5). In each of these

cases, the human experts make decisions biased on several
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Fig. 5. Plot of Accuracy Score vs. No. of Queries: Regret-aversion.

TABLE I
CONFUSION MATRIX FOR IDEAL CASE AFTER 50% QUERIES

Predicted Class

Healthy Pancreatitis Localized Metastatic
Healthy 50 0 0 0

Pancreatitis 2 23 0 1
Localized 0 0 32 1

True Class

Metastatic 0 2 0 48

factors as discussed in Section III, rather than relying on their

own logical judgement.

VI. CONCLUSION

In this paper, the impact of seven behavioral biases, namely,

herding bias, cognitive bias, hot-hand fallacy, representative

bias, anchoring bias, gambler’s fallacy and regret-aversion bias

is illustrated using experiments conducted on a real-world

pancreatic cancer dataset. Firstly, AL is represented in the

form of a collaborative decision environment of AI engines

and human experts, and the annotation by human experts is

formulated as a two-step process. Secondly, the behavioral

biases are simulated by dispensing pre-manipulated user inputs

based on the foundational understanding of respective biases

during the iterative query steps. Finally, the impacts of these

biases on the performance of AL strategies are assessed by

comparing classification accuracy score of the decision model

against a reference case, which does not assimilate any sort of

behavioral bias. It is observed that the performance deterio-

rates significantly when the human decisions are influenced by

each of the behavioral biases. Future extensions of this work

include ways to detect behavioral biases within a collaborative

decision setting, incorporate algorithmic biases and implement

the corresponding framework across datasets from different

domains.
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Abstract—The construction of low complexity models for the
neural networks is an important issue in practical, real-world
scenarios. One of the most famous construction methods for
a simple neural network model is to represent weights and
activations by the 1-bit quantization, called binarized neural
networks (BNNs). However, it is still under research on how to
represent the gradient in the backpropagation of BNNs because
the activation function is the sign function whose gradients are
zero almost everywhere. One way to address this problem is to
approximate the gradient of the sign function by the Fourier
series representation. In this paper, we analyze the effect of
the period and the number of terms of the Fourier series
representation on the network accuracy. Since the period has
a direct relationship with the degree of the approximation for
the sign function and the oscillation behavior of the gradient
function, the choice of the period significantly affects the accuracy
of the BNN model. The experiments on the CIFAR-10 dataset
demonstrate that a proper choice of the period can outperform
the conventional BNNs with straight through estimator.

Index Terms—Binary neural network (BNN), Fourier series
representation (FSR), gradient approximation, period, Straight
through estimator (STE)

I. INTRODUCTION

Recently, machine learning techniques have been applied

to a wide range of engineering fields and make a remarkable

achievement in such fields. One of the most famous examples

is superhuman performance in vision recognition with con-

volutional neural networks (CNNs) [1]. However, CNNs are

not suitable for low-complexity applications such as mobile

devices because CNNs need lots of memory and computation

(energy) requirements. Since mobile devices (e.g., smartphone,

laptop) have several limitations of a small battery, insufficient

memory, and low GPU performance, many researchers have

proposed several methods such as AlexNet [1], VGGNet [2],

and MobileNetV2 [3] to implement cost-efficient architectures,

and 1×1 convolution [4] to reduce the computational complex-

ity of the arithmetic operation.

Another promising way to reduce the hardware cost dramat-

ically is binarized neural networks (BNNs) [5], where weights

and activations are represented by the 1-bit quantization.

BNNs have a competitive advantage over other methods in

that they can be constructed from a given well-designed

neural networks without changing the key idea of underlying

architectures. However, the simply converted BNN using the

binary sign function is not feasible to train because the

gradient of the sign function is zero almost everywhere, which

hinders backpropagation in training. Therefore, BNNs need to

employ special techniques to facilitate backpropagation such

as straight through estimator (STE) [6] and the approximation

by the Fourier series representation (FSR) [7].

Using the FSR, we can transform a periodic function with

period T into the summation of n triangular functions. For

BNNs, the sign function is approximated by the summation of

n differentiable sinusoidal functions, and then their gradients

are used for the backpropagation [7]. However, in [7], they

did not consider the problem of selecting a proper period T

and number of terms n.

In this paper, we investigate the effect of the period and

number of terms on the approximation of the sign function by

the FSR method and the resulting accuracy of the BNN model.

As the period T decreases, the approximation becomes more

accurate around the zero-point, but a small period T induces

a problem of the fast oscillating in the gradient domain.

In addition, as the number of terms n increases, the FSR

represents the original function more accurately, but it grows

the computational complexity linearly. In other words, there is

a compromise on the period and number of terms to maximize

the accuracy of the model with a reasonable complexity.

We evaluate the model accuracy by simply replacing the

STE method with the FSR method under the given BNN

architecture [5]. Evaluation using the CIFAR-10 dataset shows

that the BNN with the FSR can outperform the BNN with the

STE if we choose proper values of the period and the number

of terms in the FSR.

The remainder of the paper is organized as follows. Section

II introduces preliminaries for the BNNs and the STE method.

Section III describes the FSR method and its training algo-

rithm. Section IV shows the performance evaluation results

and discussions on the period and number of terms in the

FSR. Finally, conclusion is given in Section V.

262978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



II. PRELIMINARIES

A. Binarized Neural Networks

The CNNs are included in a class of full precision neural

networks, where the weight matrix W and activation matrix

A are represented with 32-bit or 64-bit. Instead, the quantized

neural networks (QNNs) are those that represent the weight

and activation with lower precision. As the extreme case of

QNNs, BNNs use 1-bit to represent the binarized weight

matrix W b and binarized activation matrix Ab using the sign

function, Sign(x), as

Sign(x) =

{

1, if x ≥ 0,

−1, otherwise.

B. Straight Through Estimator (STE)

Since the gradient of the sign function is zero almost ev-

erywhere, training BNNs with the traditional backpropagation

method is nearly impossible. Thus, the STE method [6] is

proposed to train the conventional BNNs. The key idea of

the STE method is to alter the actual gradient to the coarse

gradient, which enables to train BNNs. The STE method

represents the coarse gradient of the sign function as

ga ≈ Clip

(

∂C

∂a
,−1, 1

)

,

where ga is real gradient, C is the cost function, a ∈ A is

the layer activation, and the clip function, Clip(x,−1, 1), is

defined as

Clip(x,−1, 1) =











−1, if x < −1,

x, if − 1 ≤ x < 1,

+1, otherwise.

(1)

Then, the gradient of (1), Clip′(x,−1, 1) is given as

Clip′(x,−1, 1) =

{

1, if − 1 ≤ x < 1,

0, otherwise.
(2)

Although the idea is simple, this method works pretty well. But

still, the model accuracy of such BNNs is not accurate enough

to satisfy practical demands. For those reasons, researchers

have tried to find a way to increase the model accuracy by

replacing the STE into BNN+ [8], DSQ [9], and FDA-BNN

[7].

III. FOURIER SERIES BNN

The FSR is a very useful mathematical tool to approxi-

mate an original function. A function with period T can be

represented by the summation of n triangular functions. Let

FSR(x;n, T ) denote the FSR of the sign function, Sign(x),
with a period T and a finite number of terms n, which is given

as

FSR(x;n, T ) =
c0

2
+

n
∑

i=1

[

ci cos
2πix

T
+ si sin

2πix

T

]

,

Algorithm 1 Training process of Fourier series BNN

Require: A layer weight matrix W , binarized weight matrix

W b, layer input ak, binarized layer input abk batchnormal-

ization parameter θk
Forward propagation:

for k =1 to L do

W b
k ← Binarize(Wk)

sk ← abk−1
W b

k

ak ← BatchNorm(sk, θk)

if k < L then

abk ← Binarize(ak)

end if

end for

Backward propagation:

Compute gaL
= ∂C

∂aL

knowing aL
for k = L to 1 do

if k < L then
gak
← gab

k

FSR′(x;n, T )(ak) (3)

end if

(gsk , gθk)← BackBatchNorm(gak
, sk, θk)

gab

k−1

← gskW
b
k

gW b

k

← g⊤ska
b
k−1

end for

{Accumulating the parameters gradients:}
for k = 1 to L do

θt+1

k ← Update(θk, η, gθk )

W t+1

k ← Clip(Update(Wk, γkη, gW b

k

),−1, 1)

ηt+1 ← λη

end for

where ci and si are the ith Fourier series coefficients. For the

sign function, the Fourier series coefficients are given as

ci = 0 for all i and si =

{

4

iπ
, if i is odd,

0, otherwise.

Now we can express the FSR of the sign function as the

following reduced form

FSR(x;n, T ) =
4

π

n
∑

i=0

sin (2i+ 1) 2π
T
x

2i+ 1
, |x| < T.

Thus, the gradient of the FSR(x;n, T ) is given as

FSR′(x;n, T ) =
8

T

n
∑

i=0

cos (2i+ 1)
2π

T
x, |x| < T. (4)

The above approximation of the gradient can replace the

STE of BNNs. Algorithm 1 represents the Fourier series

BNN using the derived gradient of FSR′(x;n, T ) in (4). Note

that the main part of the algorithm follows the conventional

BNN in [5], and we just replace the STE method with

FSR′(x;n, t) as shown in (3). During the backpropagation, the

backpropagated gradient from the (i+1)th layer is multiplied

with the gradient of the ith layer. The conventional BNN using

the STE method calculates the backpropagated gradient by (2)
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TABLE I
MODEL ACCURACIES WITH n = 20 AT 100 EPOCHS FOR THE CIFAR-10

DATASET

Model Method Period T Accuracy(%)

VGG-Small STE 90.9
FSR 10 80.1
FSR 50 90.4
FSR 100 90.8
FSR 150 91.1

FSR 200 91.0
FSR 1000 87.4

Resnet-18 STE 86.2
FSR 10 53.0
FSR 50 86.0
FSR 100 87.0

FSR 150 85.2
FSR 200 84.8
FSR 1000 74.3

while our method calculates the backpropagated gradient from

the (i+ 1)th layer by (3).

IV. RESULTS AND DISCUSSION

A. Evaluation Result

We evaluate the proposed FSR method in the BNN on the

CIFAR-10 dataset. The CIFAR-10 dataset is one of the famous

image classification benchmark datasets. It consists of 50,000

training data and 10,000 test data. Each image consists of

32× 32 color pixels. Tested BNNs architectures are based on

the VGG-small network and the ResNet-18 network. We train

the BNN model with the FSR by an optimized learning rate

setting in [5]. The stochastic gradient descent optimizer is used

with a momentum of 0.9 and a weight decay of 0.999. Test

environment builds on cuda toolkit==11.5 and pytorch. And

the GPU specification is RTX 2080 Ti.

The results are summarized in Table I and Table II, which

show that the period T and the number of terms n affect the

model accuracy. From the result in Table I, we can see the

model accuracy is improved by increasing T until a certain

point but is degraded after that. In addition, Table II shows

that the model accuracy is also improved as n grows but it

does not after n > 20.

B. Effect of the Period and Number of Terms in the FSR

Fig. 1 and Fig. 2 show the variation of FSR(x;n, T ) and

FSR′(x;n, T ) as a function of the period T and the number

of terms n, respectively. The results apparently show that the

better approximation for the sign function, Sign(x), can be

achieved by the smaller period T and the larger number of

terms n. Therefore, one can assume that a smaller period and

a larger number of terms lead to better performance. However,

the evaluation results in Section IV-A show that the smaller

period does not guarantee better performance, and neither

larger number of terms do too. We investigate the results and

draw the following discussions.

First, the selection of a proper period T is very important

to improve the accuracy of the model using the FSR method.

TABLE II
MODEL ACCURACIES WITH T = 150 FOR VGG-SMALL AND T = 100

FOR RESNET-18 AT 100 EPOCHS FOR THE CIFAR-10 DATASET

Model Method Number of terms n Accuracy(%)

VGG-Small STE 90.9
FSR 5 88.3
FSR 10 90.0
FSR 20 91.0

FSR 50 90.8

Resnet-18 STE 86.2
FSR 5 80.6
FSR 10 84.6
FSR 20 87.0

FSR 50 85.3

Fig. 1(b) shows that small periods such as T = 10 induce

a large variation of the gradient near the zero-point x = 0,

which in turn causes the noisy gradient problem [11]. The

noisy gradient problem is the The noisy gradient problem

is known to interfere with the training of the network and

occur more often as the variation of the gradient increases

[11]. Thus, small periods are not preferable in terms of the

gradient. On the contrary, large periods such as T = 1,000
in Fig. 1(a) cannot achieve the accurate approximation for the

sign function. In other words, there is a trade-off between

the accuracy of the approximation and the noisy gradient

problem, which can be controlled by period T . Thus, there

is a compromise on the period and Table II shows that the

proper period T is 150 that maximizes the model accuracy.

Second, it is unnecessary to increase the number of terms

n more than a threshold value because there is no additional

accuracy gain as n grows over the threshold while the compu-

tation complexity grows linearly by n. Table 2 shows that the

model accuracy has not improved over n > 20, which means

a finite value of n is sufficient.

V. CONCLUSION

In this paper, we investigated the effect of the period and

the number of terms in the FSR method for BNN. We replaced

the STE method with the FSR method and conducted the

evaluations with the various period and the various number of

terms in the FSR method. We show that the proper period of

the FSR method improves the model accuracy and the certain

number of the terms improves the model accuracy. Since the

proper period deals with a tradeoff between oscillation of

the approximated gradient and precision of the approximated

gradient of the sign function around the zero point, the proper

period guarantees the better performance. The number of

terms has a direct relationship with computational complexity.

However, the number of terms does not always improve the

model accuracy. Therefore, the proper number of terms is

enough to generate the best performance of the BNN model.

The experimental results proved that the proper period and

the number of terms in the FSR of BNNs outperform the STE

method in the model VGG-small network and the ResNet-18

network for the CIFAR-10 dataset.
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Fig. 1. Comparison of Sign(x) and FSR(x; 20, T ) with various values of T in terms of (a) original functions and (b) their gradients.
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Fig. 2. Comparison of Sign(x) and FSR(x;n, 100) with various values of n in terms of (a) original functions and (b) their gradients.
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Abstract—Continual learning (CL) is an incremental learning
method to accumulate and refine knowledge over time by
continually processing datasets belonging to new tasks. While
learning a new task, CL may not retain essential information on
previous tasks, which is known as catastrophic forgetting (CF).
The CF of information about previous tasks is a challenging
problem to overcome for CL. We consider a memory-based
approach to combine the previous and new data for CL and
propose a memory management method using unsupervised
clustering to mitigate the CF. The proposed method generates
a set of clusters for the combined datasets by an unsupervised
clustering and stores the most representative data belonging to
each cluster in memory. The number of clusters is determined
by the unsupervised clustering depending on the features of the
combined dataset rather than the number of tasks. Further, an
experiment was performed to compare the proposed method with
existing methods that store a certain amount of data for each
task in the memory. The experiment results indicate that the
proposed method outperformed the existing methods.

Index Terms—Machine learning, continual learning, memory
management

I. INTRODUCTION

Continual learning (CL) refers to the technique of learning

multiple tasks sequentially rather than learning the entire data

at once. As such the previously learned model is relearned us-

ing the newly available dataset. If the model continues to learn

new tasks, the learning performance for previous tasks will be

gradually reduced, and eventually, only information about the

new task remains in the model. This phenomenon is called

catastrophic forgetting (CF) in [1]. Numerous studies have

been conducted to overcome CF. Kirkpatrick et al. proposed

elastic weight consolidation (EWC) in [2], which restricts the

update of weights that significantly contribute to old tasks.

Rusu et al. proposed a method of progressively extending the

network structure in [3], which adds nodes to the network to

learn a new task each time that a new task. Rebuffi et al.

proposed incremental classifier and representation learning,

called iCaRL, in [4], which avoids the CF by storing K

N

samples for every N class. Shin et al. proposed a deep

generative replay model in [5], which remembers the previous

tasks using a generator that replays the previously learned

tasks. Yoon et al. proposed a dynamically expandable network,

made by combining EWC and progressive networks in [6],

which uses regularization to distinguish important weights and

dynamically expands the network to prevent CF.

Fig. 1. Proposed memory management method. Data from the previous task
stored in the memory and data from a new task are merged to be used for
continual learning.

II. CLUSTERING-BASED MEMORY MANAGEMENT

METHOD

We propose a memory management method that decides

which sample data belonging to the previous tasks are kept in

the memory to be blended with the new sample data for the

next task for mitigating CF in CL. The memory management

method is based on unsupervised clustering, which generates

a certain number of the most representative sample groups

to describe the features of data samples used in previous

tasks. Notably, the number of clustering groups depends on the

characteristics of data sample features and is determined by

the clustering algorithm. If the number of groups is G, and the

size of memory is K, K

G
samples belonging to each clustering

group are stored in the memory. Here, the number of sample

groups to be stored in the memory is not the same as that of

tasks or classes. It may vary depending on the features of the

tasks. Among all samples in each group, the ones closest to

the cluster center are chosen to be stored in the memory. The

CL is performed using samples belonging to previous tasks

and those for the new task to mitigate the CF problem.

Figure 1 shows the procedures of storing training data from

the previous task in memory and combining the new task data

to create the current training data. The first task trains data

without updating the memory. Once the training is completed,

the clustering for the data is performed, and the selected

samples are stored in the memory. The subsequent tasks train

the data comprising the new data and stored data in memory.

266978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 2. The process of updating the data to be stored in the memory.

Suppose that the task to be learned at time t is the N th task

and there were (N − 1) tasks up to time (t− 1). The amount

of data samples stored in the memory is K, and the average

number of samples per task is K

N−1
. The amount of data for the

new task could be much larger than K

N−1
. This data imbalance

may cause a bad effect on training outcomes. To resolve the

data imbalance problem among tasks, the amount of training

data for the new task is set to K

N−1
. As a result, the amount

of the combined dataset is given by K ·

N

N−1
. The combined

data are fed to an unsupervised clustering algorithm. After

that, K ·

N

N−1
data is clustered again and sampled. Eventually,

K data samples remain in the memory. Figure 2 shows how

to update the data to store in the memory. For each cluster,

the most representative K

G
samples are selected. The most

representative samples are the ones closest to the center of

the cluster. On average, N−1

N
fraction of the combined data

is stored in the memory. The training is performed with the

combined data in the memory.

For the unsupervised clustering, we use the density-based

spatial clustering of applications with noise (DBSCAN) [7],

groups points closely packed with high density to form clus-

ters. According to two DBSCAN parameters for a distance

ǫ and the minimum number of neighboring points for core

points, an arbitrary number of clusters are formed. In gen-

eral, clustering algorithms can be divided into center-based

algorithms and density-based algorithms. Since the center-

based clustering algorithm selects data belonging to a cluster

according to the distance from the center of a cluster, clusters

are formed in the shape of a circle. On the other hand, since

a density-based clustering algorithm allows neighboring data

to be merged into the same cluster, an unspecified shape

of clusters is formed. The advantage of using DBSCAN is

that it is not required to specify the number of clusters. In

addition, since it can perform clustering and classify noise

data at the same time, it can alleviate the decline in clustering

performance due to outliers. The data samples of a task may

be mapped to multiple clusters, and those of multiple tasks

may be mapped to the same cluster. This clustering algorithm

can also be exploited to select K

N−1
samples from the dataset

belonging to the new task.

III. EXPERIMENT

We have applied the proposed method to a classification

problem. In the experiments, new classes were sequentially
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Fig. 3. Results of MNIST dataset experiments in the proposed method, iCaRL,
CL without a memory, and offline learning.

added to a learning model to investigate whether the pro-

posed method was suitable for CL. We have conducted the

experiments on the MNIST dataset and CIFAR10 dataset.

Both datasets are image datasets with ten classes. The MNIST

dataset consists of black and white images, and each image is

of 28×28 size in one dimension. Unlike MNIST, the CIFAR10

dataset includes the image data of a three-dimensional 32×32

size in three colors, RGB. In the experiments, the datasets are

divided into five tasks (Tasks 1–5), and two classes are learned

in one task. The hyperparameter of DBSCAN was adjusted so

that the number of samples stored in the memory for each

task was balanced. We compare the proposed method with

offline learning and two other methods. The offline learning

algorithm learns all data of the current task and previous tasks

at the same time. Note that the offline learning’s accuracy is

the most ideal result in CL.

A. MNIST dataset experiment

In the first experiment, MNIST dataset was used. PCA and

t-SNE were used for data feature extraction in this experiment.

The learning model consisted of two dense layers and one
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Fig. 4. Results of CIFAR10 dataset experiments in the proposed method,
iCaRL, CL without a memory, and offline learning.

dropout layer. For DBSCAN, the distance was set to 2.7,

and the minimum number of neighboring points was set to

100. The size of the memory K was 20,000. We compared

the result of the proposed method with that of iCaRL, LC

without a memory, and offline learning. The accuracy of

all methods is shown in Figure 3(a). The overall accuracy

was measured as the average value of each task’s accuracy.

The classification accuracy for the first task was the same.

As the number of tasks increased, the classification accuracy

gradually decreased. After the training of Task 5, the accuracy

of offline learning is 94%. The proposed method, iCaRL, and

LC without memory had 88%, 78%, and 55% accuracies,

respectively. Figure 3(b) shows the accuracy changes of each

task when a new task was added. The accuracy of all tasks

is the highest when they first were learned, and each time a

new task was added, the accuracy dropped little by little. The

width of the reduction in accuracy of each task is somewhat

constant.

B. CIFAR10 dataset experiment

The second experiment was conducted on the CIFAR10

dataset. ResNet50 was used for learning and data feature

extraction of clustering in the experiment. For DBSCAN,

the distance was set to 8, and the minimum number of

neighboring points was set to 100. The size of the memory

K was 20,000. We compared the result of the proposed

method with that of iCaRL, LC without a memory buffer,

and offline learning. Figure 4(a) shows the overall accuracy

with respect to the number of tasks for the three methods.

The classification accuracy for the first task was the same.

As the number of tasks increased, the classification accuracy

gradually decreased. After the training of Task 5, the proposed

method, iCaRL, LC without memory, and the offline learning

had an accuracy of 65%, 57%, 16%, and 75%, respectively.

Figure 4(b) shows the accuracy changes of each task when

a new task was added. The accuracy of Task 1 decreased as

new tasks were added, but the degradation rate was not severe

compared with the other tasks. The accuracies of Tasks 4 and

5 were almost the same as that of Task 1, whereas Tasks 2

and 3 achieved a lower performance than others.

IV. CONCLUSION

We proposed an unsupervised clustering-based memory

management method for CL. The proposed method keeps a

certain amount of previous data samples in the memory to

mitigate CF. Instead of dividing the memory resource into the

same number bins as the number of classes or tasks, it clusters

the combined dataset of the previous and new tasks and equally

allocates the memory resource to the samples belonging to

each cluster. The results of the experiments using two different

datasets indicated that the proposed method performed better

than the other LC methods.
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Abstract— Tiny Machine Learning (TinyML), a rapidly 

evolving edge computing concept that links embedded systems 

(hardware and software) and machine learning, with the purpose 

of realizing ultra-low-power and low-cost and efficiency and 

privacy, brings machine learning inference to battery-powered 

intelligent devices. In this study, we conduct a systematic review of 

TinyML research by synthesizing 47 papers from academic and 

grey publication since 2019 (the early TinyML publication starts 

from 2019). Relevant TinyML literature is analyzed from five 

aspects: hardware, framework, datasets, use cases, and 

algorithms/model. This systematic review will serve as a roadmap 

for understanding the literature within the new emerging field of 

TinyML. 

Keywords—TinyML, Systematic review, Data synthesis, MCUs, 

TensorFlow Lite, Neural networks 

I. INTRODUCTION

TinyML (tiny machine learning) is a relatively new term that 
encompasses research and development at the intersection of 
embedded systems and machine learning [1]. The goal of 
TinyML is to apply machine learning inference on extremely 
low-power (under a milliwatt), low-cost (55 cents in 2023) 
microcontrollers (MCUs) [2]. Through the implementation of 
various battery-powered MCUs and streaming applications, 
TinyML facilitates real-time, on-site data collection, processing, 
analysis and interpretation. [3]. As a result, TinyML provides 
low latency, low power, and high privacy while avoiding the 
energy cost and data loss associated with wireless 
communication between edge devices and the cloud [4].  

Although TinyML is an important and growing field, the 
academic research associated with the term remains at a very 
early stage at this time. As a result, efforts to synthesize TinyML 
research into an integration of a broad body of knowledge have 
been relatively limited [5]. To fill this gap, we propose a 
systematic method and synthesis of current research on TinyML. 

 A synthesis from various aspects can clarify issues and 
identify relations in a structured manner [6]. Therefore, to assist 
scholars to improve the understanding of TinyML, we adopt 
synthesis with a comprehensive and structured list of elements. 
Specifically, this article contributes to the TinyML literature by 
synthesizing current research with five aspects: hardware, 
framework, datasets, use cases, and algorithms/model.  

This review serves as guidance for research exploration on 
TinyML. It aims to gain a better understanding of the state of the 
art of TinyML and to offer guidelines to TinyML practice. This 
study also provides researchers and practitioners with directions 
for future research in this emerging field.  

The reminder of the paper is organized as follows. In Section 
II, we present a note on review methodology. Section III discuss 
the search results and Section IV describes data synthesis results. 
Finally, in Section V, we provide future research needs, and 
conclude. 

II. METHODOLOGY

A systematic review approach is used to select studies and 
identify relevant articles [7]. Additionally, a synthesis 
methodology is adopted to synthesize the broad scope of 
selected papers in an integrative way [8]. PRISMA (Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses) 
instruction is applied here to display a flow diagram of the 
literature search process (shown in Fig. 1).  

Fig. 1. PRISMA flow diagram. 

A. Searching

We utilize web-based resources (Google Scholar) as the
database. In addition, we manually search for articles from key 
authors in the TinyML field. The search strategy (each keyword 
for each time separately) is detailed below: 
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• The keyword “TinyML” is used for the first-round 
search. 

• The keyword “Tiny ML” is used for the second-round 
search. 

• The keyword “Tiny-ML” is used for the third-round 
search. 

• The keyword “Tiny Machine Learning” is used for the 
fourth round search. 

• The keyword “ Tiny Deep Learning” is used for the 
fifth-round search. 

• The keyword “Tiny-DL” is used for the sixth-round 
search. 

• The keyword “TinyDL” is used for the seventh-round 
search. 

• The keyword “Tiny DL” is used for the eighth-round 
search. 

In order to full search, we also use the six main databases as 
complementary sources: 

• Elsevier (https://www.sciencedirect.com/); 

• Emerald (https://www.emeraldinsight.com/); 

• Wiley-Blackwell (https://onlinelibrary.wiley.com/); 

• Springer (https://www.springer.com/fr); 

• SAGE (https://us.sagepub.com/en-us/nam/home); 

• Taylor and Francis (https://www.tandfonline.com/). 

B. Selection  

 In order to give broader insights, selected studies not only 
contain academic literature but also grey publishing such as 
reports and working paper and the online newspaper. The 
publication is chosen in two steps: first by review of title and 
abstract and keywords, then by full-text review. The selection is 
not restricted by year of publication but papers have to be written 
in English because of limited translation resources (such as lack 
of language experts for translation work). All web-based 
resources are accessible in printed or downloadable form. 

The initial literature search yielded 135 results. After 
reviewing the titles, abstracts and keywords, as well as removing 
duplicates, we obtained 81 unique records for further evaluation. 
After applying the inclusion and exclusion criteria when reading 
the full text, we excluded 34 articles for a final total of 47 articles 
(36 primary studies and 11 reviews) used for data synthesis. 

C. Data Extraction and Data Synthesis  

For data extraction and synthesis, we employ the content 
analysis method, which identifies the appearance of specific 
words, topics, or concepts within a text [9]. 

The purpose of the data synthesis approach is to integrate 
diverse range of studies into a conceptual map describing five 
TinyML elements: hardware, framework, datasets, use cases, 
and algorithms/model. Full details of the data extraction and 
synthesis are available from the first author upon request. 

III. SEARCH RESULTS 

 Of the 47 publications in the review, 26 publications are 
conference proceedings, 15 journal articles including 13 
research articles and 2 review articles, 2 book sections and 1 
book, 1 report, 1 working paper and 1 newspaper article. We list 
the reference in Table 1.  

TABLE I.  PUBLICATION TYPES 

Publication 

Types 
References 

Conference 

Proceedings 

[10][11][2][12][13][14][15][16][17][18][19][20][21][

22][23][24][25][26][27][28][29][30][31][32][33][34] 

Research 

Article 
[3][35][36][37][38][39][40][41] [42][43][44][45][46] 

 Review 

Articles 
[1][4] 

Book Section [47] 

Book  [48][49] 

 Report [5] 

Working 

Paper 
[50] 

Newspaper 

Article 
[51] 

 

Figure 2 lists the main sources (by year) that have issued two 
or more publishing items. In total, there are 24 different types of 
sources involved in this review. Among the publication, most 
papers are published in different conferences, and 6 articles are 
published in 4 types of journals respectively: Sensors (3 papers), 
IEEE Circuits and Systems Magazine (1 paper), IEEE 
Transactions on Circuits and Systems II: Express Briefs (1 
paper) and Journal of Sensor and Actuator Networks (1 paper). 
TinyML Research Symposium (10 papers) is very popular 
among these conferences referring to TinyML. In addition, 11 
papers were pre-print from arXiv and one book was published 
in 2019 by O’Reilly Media and one newspaper article is 
from IEEE IoT Newsletter. 

 

Fig. 2. Publication source since 2019.  

IV. DATA SYNTHESIS RESULTS 

Synthesis can spot the location of every issue on an 
integrative map of TinyML. This step aims to paint one 
abstraction frame to precisely record the information gained 
from selected studies. We use Mendeley and Microsoft Excel 
spreadsheets to synthesis the 47 papers into five elements: 
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hardware, framework, datasets, use cases, and algorithms/model 
[1], [2], [4], [41].  

A. Hardware 

TinyML is operated on  low-power microcontrollers boards 
with extensive hardware extraction [50]. In this study, we list the 
main hardware (Table 2) applied by two or more publishing 
items. 8 papers generally mentioned Microcontroller units 
(MCUs) without hardware details. On the other hand, 5 papers 
clearly specified STM32 MCU and 2 papers on Apollo3 MCU. 
ARM Cortex-M processors (mentioned by 4 papers) are 
commonly integrated by these MCUs when applied TinyML. 

TABLE II.  HARDWARE 

Hardware Count 

MCUs 8 

STM32 5 

ARM Cortex-M (M0 and M7) series 4 

Ambiq Apollo 3 2 

Arduino Nano 33 BLE Sense 2 

FPGA 2 

 

In contrast to cell phone and cloud platforms, MCUs are 
generally small (around	 1cm3), low-cost (around $1) and 
energy-saving (around 1mW). Therefore, they are the ideal 
hardware platforms for TinyML. An MCU consists of a CPU, 
embedded flash (eFlash) memory for code and Static Random 
Access Memory (SRAM) for data bit, as well as input/output 
peripherals [18]. Specifically, microcontrollers from the STM32 
(32-bit) family, based on ARM Cortex-M processors, support 
both small projects and end-to-end platforms. In detail, the ARM 
Cortex-M processors perform a single operation at a time, which 
are optimized for low-cost, low latency and low power  [52]. 
Additionally, the Apollo3 MCU is designed for ultra-low power 
and portable, smart devices with an integrated ARM Cortex-M 
processor [53]. Arduino Nano 33 BLE Sense contains a series of 
embedded sensors, a Cortex-M4 microcontroller and BLE [50]. 
Field Programmable Gate Arrays (FPGAs) are semiconductor-
integrated circuits that execute all operations in a parallel way 
[33].  

B. Framework 

TinyML frameworks are typically used to enable ML models 
into various MCU-based edge devices [1]. 

The variety of embedded systems including hardware and 
software needs to be addressed for TinyML to obtain board 
understanding [5]. Therefore, we analyzed the framework 
(software) concerning hardware shown in Fig. 3. From Figure 3, 
we can find the relation between hardware and the framework 
(software). For instance, TensorFlow Lite (10 papers) is the 
most well-known framework (software) adopted in hardware. It 
is frequently an alternative for the term “TinyML”. TensorFlow 
Lite is Google’s open-source machine learning framework that 
deploys a special format model on mobile and embedded 
devices [5], such as STM32, Apollo3 and ARM Cortex-M7. The 

Framework TinyOL is adopted by Arduino Nano 33 BLE Sense. 
Tiny RespNet TensorFlow and PYNQ are used by FPGA.  

Fig. 3. TinyML frameworks by hardware.  

C. Use Cases 

Although TinyML is in its infancy, there are a large amount 
of well-established use cases that apply TinyML in solving real-
life issues  [4]. In this study, the use cases are  keyword spotting, 
image classification, visual wake words, object detection, 
anomaly detection, semantic segmentation, motor control, 
gesture recognition, forecasting, face recognition and activity 
detection. In addition, we noticed 16 papers that proposed a new 
tool or improve the current technology without belonging to any 
use cases type. Therefore, we added the technology 
improvement/new tools as another new type of use case. Fig. 4 
shows an overview of the use cases by categorizing 47 papers 
(we named the new use case type as “technology 
improvement/new tools”, therefore it is not shown in the Fig. 4).  

Fig. 4. TinyML use cases.  

The dominant use case is keyword spotting with 6 articles 
which cover 26.09% of TinyML studies. The second use case is 
image classification, where 17.39% of the studies classified, 
followed by visual wake words with 13.04%. Object detection 
and anomaly detection are the same ordered with 8.07% (2 
papers). The remaining six use cases are semantic segmentation, 
motor control, gesture recognition, forecasting, face recognition 
and activity detection (4.35%). 

The most popular and largely deployed case of TinyML is 
keyword spotting [37]. Keyword spotting is the sensible 
detection of certain words and short sentences. For example, the 
initiation of virtual assistants like Siri (Apple), Cortana 
(Microsoft), and Alexa (Amazon).  TinyML can be widely used 
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for keyword spotting because a specific word or phrase 
identification needs accordingly low power consumption [2].  

Anomaly detection is generally deployed on MCUs that 
divide normal samples from abnormal samples [2]. It has 
numerous applications such as checking for anomalous audio, 
temperature or IMU (inertial measurement unit) data to issue 
early warnings of potential breakdowns [50].  

Machine learning inference of various senor data from low-
power image sensors, photoplethysmogram (PPG) optical 
sensors, gyroscope sensors, microphones, accelerometers, and 
other embedded devices enable market and industrial 
applications such as image classification, face recognition, 
object detection, gesture recognition, semantic segmentation, 
and forecasting [37]. Some use cases have been proven feasible, 
but have yet to contact consumers as they are too new, like visual 
wake words [4]. 

D. Datasets 

Many free and public datasets are relevant to TinyML use 
cases [4]. Fig. 5 shows the relationship between the datasets and 
TinyML use cases. Speech commands are audio datasets 
released by Google for training and evaluating keyword spotting 
systems, which sorts short audio clips into a distinct set of 
classes [23]. COCO dataset is applied to train, validate and test 
for visual wake words models [2]. When referring to the 
application of two datasets or more, we find the use case of 
image classification commonly employs datasets ImageNet [16] 
and MNIST [19], [25]. ImageNet is also used in the use case of 
visual wake words [18]. From Figure 5, we could find the 
suitable datasets for each use case model evaluation. 

Fig. 5. Existing datasets by TinyML use cases.  

 Notwithstanding the accessibility of these open-source 
datasets, most of deployed TinyML models are trained and 
evaluated on massive datasets. These proprietary datasets that 
are huge in size are not specific for developing TinyML 
applications. The lack of suitable TinyML datasets poses a 
substantial obstacle to the progress of academic research [4]. 

E. Algorithms/Model 

Fig. 6 lists the typical algorithm/model for solving TinyML 
use cases problems. As we know, neural networks (NN) are the 
main force for both traditional machine learning and TinyML 
[15]. In particular, due to low CPU and memory usage, some 

TinyML use cases can also use non-NN algorithms like random 
forest [24]. 

 From Fig. 6, we find convolutional neural networks (CNN) 
are employed in image recognition and computer vision such as 
TinyML use cases image classification, face recognition and 
activity detection. Deep neural networks (DNNs) have been 
used by many TinyML use cases such as visual wake words, 
keyword spotting and image classification. However, one of the 
main challenges to use DNNs for solving TinyML use cases is 
the steadily growing number of parameters (from millions to 
billions to 1 trillion parameters within the next decade) [13]. In 
addition, some papers only mentioned NN in general without 
pointing out exact type of NN (CNN, DNN, RNN) used. 
Therefore, Fig. 6 displays CNN and DNN and NN at the same 
time.   

Fig. 6.  TinyML algorithm/model by use cases. 

Long short-term memory (LSTM) is used for natural 
language processing such as speech recognition or music 
generation [54]. Using LSTM particularly with CNN for human 
gesture recognition and motor control is well documented to 
obtain a high level of accuracy [14].  

V. CONCLUSION 

TinyML is an essential and fast-developing field that 
requires trade-offs among diverse integral components 
(hardware, software, machine learning algorithms) [5]. In this 
paper, we contribute a systematic literature review in reference 
to the data synthesis results of 47 publications on TinyML since 
2019.  

We focus on five elements: hardware, framework, datasets, 
use cases, and algorithms/models. Future studies could add more 
elements like the TinyML application area (Industry 4.0, 
vehicular services, smart spaces, smart agriculture and farming, 
eHealth, etc.).  

TinyML has the potential to exploit an entirely new domain 
of smart applications throughout manufacturing and business 
and personal life areas [27]. TinyML proposes innovative 
solutions in different fields and provides novel study directions, 
which would be a promising area for scholars to explore [5]. 
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Abstract—The natural environment is one of the important
research fields in game design and development. A good game
environment is a key factor in the process of game
development and player experience. Procedural Content
Generation (PCG) is currently a wide range of fully automatic
game environment generation technology. This paper
introduces some algorithms and experimental results of PCG
for natural objects (such as vegetation, river, and terrain), with
special attention to the applicability and aesthetic visualization.
It is found that the appearance of PCG greatly reduces the
time needed to design large-scale natural landscape for game
levels. Furthermore, PCG is able to adjust the natural
landscape in real time to improve the overall game
development efficiency.

Keywords—game development, procedural content
generation, natural objects, procedural modeling methods

Ⅰ. INTRODUCTION
With the rise of mobile games, video games have become

the most profitable parts in the entertainment industry.
According to the "2020 China Game Industry Report", the
actual sales revenue in China's game market has reached
278.687 billion yuan in 2020. The game industry has
developed for more than ten years, and the technology of
games and modeling is also constantly changed. From the
early arcade video games to the present 3D virtual world, the
automatic creation of content has a huge attraction for game
production. For most designers, creating a game world still
requires a lot of repetitive labor. In order to cope with such
heavy work, designers have introduced a novel procedural
content generation method that enables designers to create a
complete 3D world within a short time. Procedural Content
Generation (PCG) is a game design technology which uses
automation generation technology instead of traditional
manual creation. This automatic production mode greatly
improves the production speed and effectively reduces the
cost, and the error rates are low. Elite (1984) and its sequel
Frontier (1993) are typical examples, putting an endless
universe into a small floppy disk, dynamically generated
galaxy system, dynamically generated checkpoints, and a
whole set of features is all generated by programs. Kkrieger
(2004) is a first-person shooting game in which everything is
created dynamically while the program is running, including
level, map, model, animation, and sound effects. But it is
incredible that the entire game is only 96kb. According to the
traditional game storage method, such a beautiful game may
take a few hundred megabytes of space. Procedural content
generation rules are not only applicable to video games.
Desktop games such as Catan: World Explorers (1995) [1]
requires players to create colonies using randomly assigned
natural resources, and the player who gets ten points first
through action is WINNER. In each game, randomly
distributed resources will bring a new experience for players,

and procedural content generation has brought great success
for this game.

The natural environment is becoming more and more
important to the game world. Hand-built virtual worlds are
very strict, and once built, they cannot be easily modified. In
particular, the modification of some large scenes may make
designers have to start over. Procedural content generation
(PCG) can perform high quality treatment for specific plant
models, animal models, rivers, terrain, and buildings.

Obviously, this technology of PCG can mitigate the
burden of content creation. In addition to entertainment [2],
PCG can also be used for simulation, training, education and
decision-making in other sectors of society, Such as military
[3] training peacekeeping missions and simulating tactical
decision-making scenarios、 rescue troops [4] need to train
to rescue trapped people in buildings、 the road network
generated by PCG can help driving school students learn
more conveniently, and PCG can provide the required scenes
from all walks of life in society to education and training in
schools.

The paper first introduces the definition and classification
of PCG, then some existing procedural content generation
methods of natural environment such as vegetation, river,
and terrain has been summarized. And in the last section, the
combination of PCG and other fields in the future is
discussed.

Ⅱ. DEFINITION AND CLASSIFICATION OF PCG
After understanding the source of procedural content

generation, this chapter will detail the concept of procedural
content generation. Julian Togelius [5] and others believe
that PCG refers to "All aspects of the game that affect
gameplay other than nonplayer character (NPC) behavior
and the game engine itself", including "terrain, maps, levels,
stories, dialogue, quests, characters, rulesets, dynamics, and
weapons”. Hendrikx [6] and others believe that the idea
behind procedural content generation technology is that the
game content is not produced manually by human designers,
but is generated by a well-defined process executed by
computers. It is another choice to make complex game world
in a limited time, and will not bring heavy burden to game
designers.

Freiknecht and Effelsberg [7] give a more detailed
explanation of the concept of PCG: Procedural content
generation is to automatically create digital assets of games,
simulations or movies based on predefined algorithms and
modes, requiring minimal user input.

With the growing game world, PCG technology is now
more mature. Pixar Studio has been named the company that
uses process content generation in RenderMan, which shows

275978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



that the automated content generation has long been accepted
by the movie industry.

The following figure shows the objects with the most
frequent procedural content generation in the game world.
Taking the game world as the background, the procedural
content generation technology is used to create the required
objects. In the following chapters, this paper will introduce
the generation methods of natural objects such as plants,
rivers and terrain.

Fig. 1. Type classification of generated content

Ⅲ. PCG OF NATURAL OBJECTS

A. Plant
Thousands of years of biological evolution have led to a

complex ecological environment, which play a crucial role in
various species and ecosystems. Object generation in nature,
such as vegetation and terrain, has received much attention in
the field of procedural content generation, and its
development has reached quite mature so far.

1) Fractal of plants
Some of the plants in nature have inevitable self-

similarities, and Mandelbort [8] is called fractal. Fractal [9]
is a roughly divided geometry, which is divided into several
parts of the original geometry, each of which is only different
to size of the original whole. Fractal is defined as a
geometric branch of describing the geometric patterns
contained in nature. Fractal has global determinism and local
randomness. Fractal structure [10] has higher stability and
fault tolerance than Euclidean geometry with stronger
certainty, this is why fractals are so common to nature, from
trunks and branches to complex leaf vein structures.

Fractal objects have infinite details, have similar self-
structure at different magnification levels, and the details of
fractal objects are not directly visible, so they can gradually
display after being magnified. This means that the higher the
magnification, the more detail you get. Tree [11] has the
greatest degree of self-similarity among fractal plants.
Although tree is a very complex structure, it is well defined.
Fractal geometry can be generated using a variety of methods,
the most important and the most mature are L-System. In L-
system, fractal can be used to model a two-dimensional tree
according to its self-similarity and recursion.

2) L-System
As early as 1969, biologist Aristid Lindenmayer [12]

used Lindenmayer (L-system) system to simulate the growth
process of complex organisms such as algae and fungi, and
later extended it to simulate higher plant species and
complex branching systems.

System [13] is a context-free syntax. Each rule generated
is only applicable to one symbol in geometry, and other
symbols are not affected by the rules, starting from the initial
structure. By replacing some parts of the syntax notation to
form an object, and iteratively applying some rules for the
string symbols to create a branch structure, each recursive
iteration will increase the growth level of the string, and
finally the string can represent the branch structure of the
growing tree.

Define L-system G as a tuple � = (�,�, �).� : � (alphabet) or letter is a set up to � and formal
symbols.� : The initial state of the system is defined, which is
called axiom. Axiom is a string composed of � symbols, The
string set of � is denoted as �∗.� : A set of production rules a symbol, map � ∈ � to
string, � ∈ �∗ is written as � : � → � , Variables can be
replaced by a combination of constants and other variables,
Predecessor or successor.

Rewriting——The basic idea of L-system. The rewriting
rule defines that the left side of the generation can be
replaced by the right side, and it can be replaced repeatedly
as needed. For example, given two symbols A and B, the
results obtained according to the rewriting rules are as
follows: � → ��,� → �.

This principle was originally used by Chomsky [7] in
describing programming languages. However, unlike
Chomsky's language, L-Systems requires every rewriting
rule to be applied once in each round, on the grounds that
plant growth is based on cell division and occurs in parallel
for all cells. If '� ' in the above example is used as the initial
string, the process can be expressed as shown in Figure 2.

Fig. 2. String tree generated by rewrite rule

3) Visualization of L-system
The recursion of L-system leads to self-similarity, so it is

easier to obtain fractal and branching forms. Increasing
recursion will lead to the "growth" of models and generate
more complex self-similar structures, which can be
represented by symbols and graphics. Assuming that the
length is h and the rotation angle is δ, then the symbolic
commands of L-system used to describe tree visualization in
the paper are as follows.

 F: Move one unit forward and draw a line.

 +: Turn right δ degrees (clockwise).

 -: Turn left δ degrees (counterclockwise).
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 [: Save the current position and move according to the
next command.

 ]: back to the original position stored by the symbol
"[“.

The problems with the previous syntax explanation can
be described by the steps arranged by the system. Then, with
the help of the general algorithm of fractal object
interpretation on L-system, the syntax can be interpreted as a
graph through the following steps:

 Enter the number of rewriting rules(n), inclination
angle (δ), and segment length (h).

 Determine the starting angle a0, enter the value of a0
to get the starting point F. Then, enter F0 in the
production rule formula p to obtain P0.

 After each iteration, the next angle an and the next
point Fn will be obtained. Then, enter Fn on Pn-1 in the
production rule to obtain Pn.

 Some line segments are obtained from axioms and
production rules.

For graphical representation, Use the turtle models to
reconstruct the tree graph, and the following are the
experimental results from several generation rules used in
figures 3 to 5.

Fig. 3. Fractal tree generated by L-system, δ=25o, Axiom P: F:ω:
FF[+F+FF][-F-F][+FF+F]

Fig. 4. Fractal tree generated by L-system, δ=25o, Axiom P: F:ω: FF-[-
F+F+F]+[+F-F-F]

Fig. 5. Fractal tree generated by L-system, δ=25o, Axiom P: F:ω:
FF+FF[+F-F][-F+F]

Figures 3 through 5 show the results of the spanning tree
model. It can be seen that the tree model is different to
different production rules. Figures 3 and 4 are close to the
visualization of the tree and are more visually realistic.
Figure 5 [11] successfully constructs the syntax, but fails to
visualize the tree model.

Applying L-System to 3D plants is also very easy. Just
add "tilt left", "tilt right", "tilt forward", "tilt backward" [7] at
each decision point, replace the initial "turn left" and "turn
right" operations with these operations, these short rules can
be used to generate different 3D plants. Similarly, L-system
is also suitable for generating shrubs and other types of
plants. Up to now, the application of L-system is the most
extensive method in plant procedural content generation. The
latest research also confirms that the application of L-system
has a high maturity.

B. Rivers
Water always plays a vital role in games. To make the

natural environment in the game as detailed as real life, and
excellent water resources are indispensable if the natural
environment in the game are to be meticulous as in real life.
On the contrary, it will make the players who were there
instantly to break away.

Although water resources are always the same as a single
element, the formation of rivers, lakes, oceans, and waterfalls
is very different in many ways. Under the calm sea, there are
sometimes more turbulent undercurrents; Sometimes the lake
is calm like a mirror. Rivers generally keep flowing, and the
creation of rivers [7] is usually carried out in two ways:
When the terrain is created; Or place the landscape in a
separate step later. Several authors have proposed algorithms
specifically for producing rivers:

Kelley et al. [7] was the first person to propose a river
network by program. They started from a single river path,
formed a river network by recursive subdivision, and then
filled the river network with scatter data interpolation
function. Next Prusinkiewicz and Hammel [17] put forward
a fully automatic method, which combines L-system with
topographic erosion, and combines the generation of curved
rivers with height map subdivision scheme. In the starting
triangle of the river, one edge is marked as the entry and the
other edge is marked as the exit. In the subdivision process,
triangles are decomposed into smaller triangles. The
elevation of the triangle containing the river is set as the sum
of all negative displacements on all recursive levels of rivers.
While other triangles are treated with mid-point
displacements. After 8 or more iterations, the river will be
quite natural [15].

In the design and implementation of checkpoints,
creating natural phenomena requires changing the height of
terrain. Huijser [16] introduced the concept of "cross-
section" to express the formation of rivers, and used shape
features to overcome the problem of asymmetric cross-
section when rivers bend. Shape characteristics describe the
local width, curvature, and slope of the shape, and create a
richer river landscape according to the shape features of the
river.

In order to increase the authenticity of river landscape
generated, A. Peytavie and T. Dupont [14] and others put
forward a novel program framework to create River
Landscape: taking bare-earth as input, deducing river
network trajectories affected by water flow, carving
riverbeds in terrain, and then automatically generating
corresponding blend-flow tree for the water surface. The
width, depth, and shape of the riverbed is derived from
topography and river type. The water surface is defined by a
time-varying continuous function encoded as a blend-flow
tree, in which leaves are parameterized procedural flow

277



primitives. The resulting framework can produce various of
river forms, ranging from delaying winding rivers to the
torrent of surging currents. These models also include
surface effects, such as foam and leaves flowing down the
river.

C. Terrain
Automatic terrain generation is one of the main topics of

procedural content generation. It starts from natural
phenomena such as plant growth and terrain elevation, and
has been extended to the automatic generation of the urban
environment. In previous experiments, the terrain is
generally represented by height map [18], also known as
Digital Terrain Model (DTM), which is a set of approximate
elevation levels of a group of discrete points in the grid. The
height of these points is the vertical distances between the
terrain points and the reference surface. Usually, height map
is composed of a gray bitmap, where elevation is represented
by the gray shadow of the bitmap pixels. Then, use polygon
mesh to visualize in 3D space. The whiter the pixel, the
higher the elevation point. Figure 6 shows Mount Everest
and other surrounding mountains represented by greyscale
[7]. The higher areas are represented by lighter pixels and the
lower regions are represented by darker pixels.

Fig. 6. Height map of mountains obtained in greyscale

The early height maps generation algorithms are based on
subdivision methods, which refines the rough elevation map
by iteration, and some random parameters are added in each
iteration to change the elevation details. The first subdivision
algorithm is called the mid-point displacement method: a
rough height map is subdivided iteratively, and controllable
randomness is used to add details in each iteration. In this
method, Miller [18] set the elevation of a new point as the
average of a triangle or diamond plus a random offset.
According to the roughness of the generated height map, the
range of offset at each iteration is reduced. The terrain
generated by this method is fractal Brownian motioned
(FBM) surface.

The generation of height map is usually based on fractal
noise generator. The 2D Perlin noise map created by fractal
Brownian Motion [20] is a series of fluctuation data onto
smoothness and predictability (see Fig. 7). It generates noise
by sampling and interpolating points in a random vector grid,
and scales and accumulates several noises with increasing
frequency into an elevation map, which is suitable for
creating a landscape with mountains and valleys.

Perlin noise algorithm has excellent performance,
because each grid point can be calculated independently of
the values of neighbouring points, it is very suitable for
parallel processing. However, the terrain generated by noise

algorithm is generally uniform without the change of surface
details. Therefore, if you want to add detail features of the
smooth terrain, you can further to modify the terrain using
algorithms based on physical phenomena, such as erosion.

Fig. 7. Output of simple Perlin noise on terrain grid

Musgrave [20] et al. realize the physical erosion process
of local or overall erosion characteristics in height field by
simply simulating the natural erosion process. The terrain
generated by this method has the characteristics of fractal
tree and arbitrary local control of cross dimension, which is
not available in previous methods. They also proposed a
global simulation to simulate what is called thermal
weathering, Hydraulic erosion forms valleys and drainage
networks, thermal weathering wears steep slopes and forms
pluvial rocks at their feet. Compared with hydraulic erosion
simulation, thermal weathering simulation can get more real
results from a shorter time.

Although these erosion algorithms greatly improve the
authenticity of mountain terrain, they need to run hundreds to
thousands of iterations. Another method based on natural
phenomena is Voronoi Tessellation [19] method, which
usually occurs to the valley where the mountains meet, that is,
the collection of all points in the Voronoi Tessellation region
closest to the center of the region. By occupying the terrain
mesh, the author raises up the mountains and the surrounding
terrain at the same time, so each of the adjacent vertices is
lifted. From the top view, the Voronoi Tessellation can be
finally obtained. This method greatly saves the time of
generating mountain terrain by programming content.

Fig. 8. Ordinary plane Voronoi diagram

Ⅳ. CONCLUSION
Procedural content generation is becoming more and

more comfortable in creating the natural objects and some
complex aspects of the game. However, these technologies
need intuitive parameter control, powerful editing, and result
visualization, for real-time operation. This paper introduces
the procedural content generation methods and examples of
plants, rivers, and terrain in games.
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According to the statistics in [21], the algorithm families
generated by application in the papers on PCG in the past ten
years are shown in Figure 9. The overall proportion of each
algorithm is relatively low, but the selection of algorithms is
usually related to the programmer’s personal preferences.
Grammar has faced a downward trend since it became
popular in early 2010-2013. Declarative and constructive
methods also seem to be used smoothly in this decade. In
addition, artificial intelligence (AI) is rising with a steady
trend, which has become a popular way in game
development.

Fig. 9. Algorithm families applied in PCG papers in the past decade

Nowadays, AI has become an interdisciplinary field
involving computer science, medicine, agronomy,
mathematics, philosophy, and other disciplines. In terms of
algorithm, AI can also be combined with PCG. Through
machine learning, the concept of PCG is more extensive,
which promotes the research of PCG seminars. Therefore, it
is predicted that the combination of PCG and machine
learning will continue to show an upward trend. In the era of
abstract visualization of network traffic, PCG is a very
important link in game design. PCG is able to stimulate
designers’ creativity. Designers can make full use of PCG to
show us a new world they have never seen before.
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Abstract—Artificial Intelligence (AI) has become an integral 

part of many modern technologies, with significant advances in 

real-world applications. With the rise of deep learning methods 

in the past decade, systems that utilize artificial neural networks 

have produced remarkable results in a variety of fields, such as 

computer vision, natural language processing and voice 

recognition, with performance exceeding that of humans in 

many cases. Examples of practical applications include self-

driving cars, state-of-the-art text translators and generators, 

and robust object detection algorithms. The field of 

Recommender Systems has also taken advantage of this 

progress, with a plethora of novel neural networks being 

proposed that achieve significant improvements in providing 

automatic recommendations regarding the preferences of users. 

Aiming to further explore this area and the capabilities of 

different deep neural networks, we train top-performing neural 

collaborative filtering recommender systems under a 

reinforcement learning setting, which has been largely 

unexplored in favor of supervised learning for these models. 

Experimental evaluation on the MovieLens-1m dataset 

showcases the behavior of different neural architectures under 

this setting, and how the introduction of sophisticated 

components contributes to improved performance. 

Keywords—artificial intelligence, deep learning, 

reinforcement learning, recommender systems 

I. INTRODUCTION 
Over the last decade, Artificial Intelligence (AI) has 

witnessed a great rise in popularity and adoption, with various 
modern architectures being characterized as state-of-the-art 
and top-performing solutions in many different domains. 
Specifically, a plethora of systems based on deep neural 
networks (or “deep learning” in the relevant literature) have 
been applied outside of basic research, in real-world industrial 
settings, with outstanding results [20]. Examples include self-
driving cars, significant improvements in computer vision 
related fields and major advances in natural language 
processing. A notable field that has made extensive use of 
these advances in AI is the field of Recommender Systems 
[16]. These systems concern the automatic generation of 
recommendations that satisfy a user’s preferences by utilizing 
various factors, such as their item selection history, ratings, 
demographic information, seasonal conditions, etc. [2]. 

A major category of algorithms for implementing 
Recommender Systems are Collaborative Filtering 

techniques. In essence, these are methods for performing 
predictions regarding the preferences of a single user by taking 
into account the information regarding the preferences of 
many users [20]. These methods usually require large amounts  

of data; however, this restriction is usually satisfied for this 
particular domain, since e-commerce and related online 
services have access to an abundance of user-item interaction 
data. As an example, the volume of interactions that platforms 
such as Spotify and Netflix record is enormous, with the same 
being true for online retail platforms such as Amazon and 
eBay. Influenced by the rise of deep learning described above, 
many implementations of collaborative filtering methods that 
utilize neural networks were introduced in recent years, with 
promising results [4, 6, 7, 8]. 

Regarding the training or learning process of a neural 
network (and of a machine learning model in general), the 
three basic learning paradigms are supervised learning, 
unsupervised learning, and reinforcement learning [5]. Most 
of the algorithms in the collaborative filtering for 
recommender systems domain utilize supervised learning, 
with the unsupervised learning setting being less practical in 
this scenario, while the reinforcement learning setting has not 
been extensively explored. Motivated by this, we aim to 
evaluate the performance of modern neural collaborative 
filtering algorithms under a reinforcement learning setting. 

II. RELATED WORK 
In both research and industry settings, many 

Recommender Systems have been proposed, with the first 
attempts dating to the late 1970s [19]. The first truly mature 
methods began to emerge in the mid-1990s, with the systems 
GroupLens [18], Video Recommender [9] and Ringo [21] 
providing remarkable solutions in automatic 
recommendations. The GroupLens system started as a 
recommender for relevant articles in the Usenet [11] platform, 
by taking into consideration a user’s previous ratings. 
Similarly, the Video Recommender system was tasked with 
selecting the most relevant videos from a larger set. Finally, 
the Ringo system’s goal was the personalized 
recommendations of relevant music artists and records. 

The above contributions led to the first commercial 
recommender systems by the end of the decade. One of the 
first and most significant examples is the recommender 
system integrated in Amazon’s platform [14]. This platform 
provided recommendations in the form of lists “also seen by 
other users”. In the following years, even more commercial 
platforms followed this example, and by the middle of the next 
decade the field of recommender systems had become an area 

This work has been co-financed by the European Union and Greek 
national funds through the Operational Program Competitiveness, 
Entrepreneurship, and Innovation, under the call RESEARCH – CREATE –
INNOVATE (project code: T2EDK-03843). 
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highly active in both research and adoption by the industry. 
The Netflix Prize [1], organized in 2006 and offering 1 million 
dollars to the best collaborative filtering algorithm, is another 
example of this high activity, which continued in the 
following years. 

The field of recommender systems has utilized a broad 
spectrum of machine learning techniques for the 
implementation of relevant algorithms. These include 
classification techniques and clustering, as well as methods for 
dimensionality reduction. Algorithms for matrix factorization 
[12] and factorization machines [17], which improve upon the 
former, were some of the most prominent solutions that first 
gained widespread attention after their exploitation during the 
Netflix prize. 

During the past decade, AI algorithms based on deep 
neural networks have witnessed a great surge in popularity and 
adoption, with many applications and improvements in 
different domains. Influenced by these advances, many works 
in recommender systems adopted deep learning techniques for 
implementing collaborative filtering methods and 
factorization machines. In 2016, the authors of [4] introduced 
an influential neural network called “Wide and Deep”. As the 
title suggests, this model utilizes a linear model (wide 
component) combined with a deep network for modeling both 
high and lower-level relations. The deep component is 
constituted by three fully connected layers with ReLU 
activations, while the wide component is described by a cross-
product transformation. The authors reported that this 
architecture was successfully put in production and evaluated 
on Google Play, a commercial application distribution service 
with more than a billion active users. 

Motivated by the idea of combining a shallow and a deep 
component with the aim of modeling high and lower-level 
user and item relationships, similar works that improved upon 
the “Wide and Deep” network architecture emerged. In 2017, 
the authors of [6] proposed a variation of the model, that 
allows for a larger degree of flexibility and efficiency 
regarding the overall architecture. These improvements 
include the replacement of the wide model with a 
Factorization Machine and the introduction of an embedding 
vector for representing the input, that constitutes the shared 
input to both of the wide and deep components. Shortly after 
this work, in 2018, a model that further improves upon the 
latter was introduced [13]. This architecture, called xDeepFM, 
utilized a liner model combined with a Compressed 
Interaction Network (CIN) and a deep neural network. A 
different approach was taken by the authors of [7] that 
attempted to construct an improved factorization machine 
model with a neural network architecture, called Neural 
Factorization Machine. 

III. PROPOSED APPROACH 
Aiming to investigate the capabilities of different deep 

learning networks for utilizing recommender systems, we 
attempt to train the most prominent networks under a 
reinforcement learning setting. Though supervised learning 
has been the norm for training these architectures, 
reinforcement learning can be more suitable for modeling 
real-world applications, by utilizing the network as an agent 
that is tasked with performing actions in an environment 
defined by the user and the possible items that can be 
recommended. 

A. Factorization Machines 

Matrix Factorization techniques have been an important 
contribution to the field of recommender systems and have 
gained a significant adoption [10]. However, due to the way 
they function, which is by deconstructing a user-item 
interaction matrix to two matrices of lower dimensionality, the 
product of which approximates the original, they are limited 
to modeling lower-order relationships. Since these 
relationships may be better described by considering higher-
order relationships too, there arises the need for a more 
descriptive modelling method. 

Factorization Machines, first described in 2010 [17], have 
been widely adopted by the industry and influenced the 
relevant research. These models map any input features to 
vectors of lower dimensions and are able to estimate 
parameters using very sparse data, thus being able to scale into 
larger datasets. Equation (1) describes the output of a 
Factorization Machine: 
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Where the input vector is � ∈ ��, with the value � =  0 
signifying that the ��ℎ  feature is not present in the current 
input, and 	
, 	 , < � , �� >  are values that must be 
configured during the training/fitting processes. The first term 
represents the global bias, the second term represents the 
weights of the ��ℎ variable, and the third term represents the 
dot product of the ��ℎ  and  �ℎ  elements of the user-item 
interaction matrix. 

B. Neural Network Architectures 

As mentioned previously, DeepFM [6] is a neural network 
architecture that extends the core idea presented by [4], that is 
combining a wide component with a deep component, by 
replacing the wide part of the architecture, which was 
previously a linear model, with a Factorization Machine. This 
allows for modelling both first and second order relationships, 
while at the same time being more robust to sparse data, as is 
the case with most user-item interaction matrices. Moreover, 
the authors introduced an embedding layer for representing 
the input and used this new representation as the shared input 
to the deep and wide components. The model thus allows for 
end-to-end training of the network instead of the manual 
feature engineering by human experts that the original method 
required. 

Authors of [13] further extended the above work by 
introducing xDeepFM (eXtreme Deep Factorization 
Machine). This architecture utilized a linear model coupled 
with a deep model, as proposed in [4], and adopted the 
embedding layer introduced in DeepFM. However, they 
introduced an additional component, the Compressed 
Interaction Network (CIN). This component’s properties 
include user-item interactions being applied at a vector-wise 
level, measuring high-order feature interactions explicitly, and 
its complexity increasing in a non-exponential manner as the 
dimensionality of interactions increases. 

In a similar manner to the above works, [7] proposed a 
novel architecture, called Neural Factorization Machine 
(NFM), that combines the functionality of a Factorization 
Machine with the abilities for modeling nonlinear higher order 
relationships that characterize a deep neural network. By 
definition, a NFM is more flexible than a Factorization 
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Machine since the latter can be considered as a special case of 
the former. Given a sparse vector � ∈ �� as input, with the 
value � =  0 signifying that the ��ℎ feature is not present in 
the current input, a NFM calculates it input as: 

��!����� = 	
 + � �

�

��
	 + "���       �2� 

Where the first two terms are known from equation (1), 
that describes a Factorization Machine, while the third term, 
"���, is a deep neural network, the core component that this 
architecture introduces. Finally, as was the case with both 
neural network architectures described previously, the input is 
passed through an embedding layer in order to reduce 
dimensions and sparsity. 

C. Reinforcement Learning 

Reinforcement learning is a machine learning paradigm 
that describes the process where an intelligent agent performs 
actions in an environment, with the aim of maximizing some 
reward. Fields of application include robotics, autonomous 
driving, natural language processing, etc. [20]. For the needs 
of this work, we define the environment as a user and a list of 
items on which the agent (neural network model) will perform 
actions, which correspond to recommending some of the 
available items. The agent will be rewarded for each item that 
would be selected by the user, and therefore will aim to 
maximize its total reward during the training process. 

In more detail, for a given user and a list of items, for 
which the user’s preference is known, the agent iterates 
through the list, recommending some items to the user and 
discarding others. After the whole list of items has been 
processed, the agent will have produced a subset 
corresponding to the model’s recommendations, with each 
selection or rejection being treated as a separate action. 
Actions that led to a correct recommendation, that is the 
selection of a positively labeled item and the rejection of a 
negatively labeled item, yield a positive reward, while 
incorrect actions yield zero reward. 

IV. EXPERIMENTS 

A. Dataset 

The MovieLens-1m [15] is an established benchmarking 
dataset in the Recommender Systems literature. It is provided 
by the GroupLens research lab of the university of Minnesota, 
and its goal is the facilitation and testing of relevant 
algorithms. This dataset contains 1 million anonymized 
ratings for 4,000 movies from 6,000 unique users, as well as 
additional information concerning the users and the movies 
(user gender, age, movie title, description, etc.). In 
correspondence with our research goals, we only utilize the 
information regarding the ratings (ranging from 1 to 5), user 
IDs and item IDs. Ratings with a score lower or equal to 3 are 
considered as negative samples, while ratings with a larger 
score are considered as positive samples. 

B. Evaluation Approach 

For evaluating the performance of each architecture, we 
utilize the Precision, Recall and AUC, which are common 
metrics in the field of machine learning [3]. Precision 
concerns the percentage of relevant samples among the 
retrieved samples, i.e., the percentage of samples that belong 
in the positive class from the total samples classified as 
positive. Recall describes the percentage of positive samples 

retrieved, i.e., the percentage of positive samples retrieved 
from the total positive samples in the dataset. The Receiver 
Operator Characteristic (ROC) is a curve that plots the true 
positive rate against the false positive rate in various threshold 
values. Resulting from the ROC curve, the Area Under the 
Curve (AUC) metric describes an algorithm’s ability to 
separate in between two classes, with values higher than 50% 
signifying an increasingly better performance in 
distinguishing between positive and negative samples. 

C. Implementation Details 

We proceed to describe our implementation details. We 
follow the typical evaluation setting of splitting the dataset 
into two non-overlapping sets, keeping 80% of the data for 
training and 20% for validation and testing of the models. For 
fair comparison, the learning rate is set to 10�$ for all models 
using the Adam optimizer, the maximum number of epochs is 
set to 100, while we also apply early stopping when 
performance ceases to improve in the validation set. 

The neural network part of DeepFM consists of 2 hidden 
layers, each with 16 neurons and ReLU activations, and an 
output layer with a sigmoid activation function, with the same 
applying for the xDeepFM model. The Neural Factorization 
Machine model consists of an embedding layer followed by a 
Bi-Interaction pooling layer and two hidden layers, with the 
output being extracted by a single neuron with linear 
activation. All of the presented deep neural networks are 
implemented using the PyTorch framework and are trained in 
an end-to-end manner. 

D. Performance Evaluation 

In table 1, we present the results of the comparative 
evaluation of the three deep neural models, along with the 
results yielded by random selection. We observe that the 
DeepFM and xDeepFM models exhibit significantly better 
results than those of the Neural Factorization Machine model. 
This can be attributed to the more sophisticated structure of 
the first two architectures since they consist of both wide and 
deep components. The xDeepFM model yields generally 
better results than DeepFM, especially for the Recall metric, 
which further strengthens the significance of the addition of 
the CIN network. This is also a reasonable outcome, since 
xDeepFM builds and improves upon the DeepFM 
architecture, as described previously. We conclude that 
xDeepFM is the best performing architecture for this 
reinforcement learning setting, with DeepFM being a close 
second. It this therefore recommended to still test the 
performance of both methods if another dataset is evaluated in 
future work. Finally, we note that all methods are significantly 
better than the performance of random selection. 

TABLE I.  PERFORMANCE COMPARISSON ON THE MOVIELENS-1M 
DATASET [15]. 

Model Precision Recall AUC 

DeepFM [6] 75.01 % 65.27 % 71.10 % 
xDeepFM [13] 73.50 % 73.30 %  72.10 % 

NFM [7] 69.98 % 57.71 % 63.27 % 
Random 57.19 % 49.96 % 49.72 % 

V. CONCLUSIONS 
In this work, we compared three state-of-the art 

collaborative filtering recommender system architectures, 
based on deep neural networks, under a reinforcement 
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learning setting. The popular MovieLens-1m dataset was 
utilized to benchmark the selected models using common 
metrics for evaluating the performance machine learning 
algorithms. Our experiments showcased that the training of all 
the networks converges successfully under this setting, 
yielding significantly better performance than random 
selection, with the xDeepFM architecture exhibiting the best 
results. Future work could utilize additional datasets, suitable 
for further evaluating the performance and overall properties 
of the recommender system algorithms. Moreover, the whole 
learning process could benefit from the introduction of a 
trainable critic for facilitating a more robust evaluation of the 
actor’s actions, which for our case are the system’s 
recommendations, in an actor-critic reinforcement learning 
setting. 
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Abstract—There was a famous mathematician from Russian 

in the early 20th century whose name is Andrey Andreyevich 

Markov. After he proposed the Markov process, the theories 

have been effectively developed in the past years and have been 

widely adopted in different fields. This paper both summarizes 

and does incomplete statistics on Markov models which are 

related to reinforcement learning. It will help the readers to 

quickly clarify the relationship between these theories and have 

an overall understanding of them. 
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I. INTRODUCTION 

The theories about the Markov process will be called 
uniformly Markovian theories in this paper for convenience. 
Although there are still a lot of theories except Markovian 
theories in the field of reinforcement learning, Markovian 
theories can be always considered as the basis for the 
implementation of most of the algorithms in reinforcement 
learning. It will be better to know what the Markov model is 
before move on to other theories, and after that, it will be much 
easier to understand for example the Markov chain, process, 
decision process, etc. Among them, the Markov decision-
making process (MDP) can be considered as the basis theory  
of reinforcement learning. Besides the theories about the 
Markov process, many variants have been proposed based on 
them, and people have come up with a lot of new ideas for the 
use of them. This paper presents incomplete statistics on the 
Markovian theories especially in the field of reinforcement 
learning, which mainly summarizes the variation and usage 
ideas of kinds of Markovian theories, so that the reader can 
both quickly understand the structure of the theories and 
reinforcement learning in other fields, and have a view of 
reinforcement learning from the perspective of Markovian 
theories. 

In the early 20th century, Andrey Andreyevich Markov, 
who is a mathematician from Russian, worked on the Markov 
process[1] and published a paper on this subject in 1906[2]. 
Before his work, the Poisson process had been discovered, and 
it can be considered as a kind of Markov process which is 
continuous in time. 

II. MARKOV PROPERTY 

Because Markovian theories contain a lot of knowledge, 
learning them in a certain order will lead to better learning 
results. While the Markov model, process, and chain make up 
the bulk of Markovian theories, Markov property should be 
considered the most valuable to learn at the beginning. 
Because almost any theory that can be called a Markov theory 
should have or fit the Markov property. 

A. Introduction 

In probability theory and statistics, stochastic processes 
can be considered to have memorability. This kind of property 
was later summarized as the Markov Property named after 
Andrey Markov. It is a kind of property that can be used to 
define a special environment and the environment's state 
signal. In the field of reinforcement learning, ideally, 
researchers who want to predict the future will need the past 
state signal that retains all the information which can 
summarize the past. If a state signal successfully retains all the 
information which can summarize the past, then this signal is 
Markovian or has Markov Property. 

B. Definition 

The number of states and reward values assumed should 
not be infinite so that the problem can be calculated based on 
'sum' of different kinds of data and “probabilities” rather than 
“integral” and the “probability density”, otherwise researchers 
will have to worry about the assumption where the number of 
states and reward values are unlimited, as the argument can be 
difficult to be extended to include continuous states and 
rewards. 

Assuming the action is taken at time t, then what the 
environment will react at time t+1 will be the response. In the 
most general causal case, this response depends on what 
happened before. In this case, the dynamic [4] of the 
environment can be defined by specifying the full joint 
probability distribution: 

 Pr{St+1=s’, Rt+1=r|S0,A0,R1,...St−1,At−1,Rt,St,At}      (1) 

for all r, s’, and all possible values of the past events: S0, A0, 
R1, ..., St-1, At-1, Rt, St, At. On the other hand, if the state signal 
has Markov Property, then the response of the environment at 
t+1 depends only on the state and action representations at t, 
in which case the dynamics of the environment should be 
defined as: 

 p(s’,r|s,a)≐Pr{St+1=s’, Rt+1=r|St=s,At=a}     (2) 

for all r, s’, s, and a. 

C. Strong Markov property 

Strong Markov property is similar to Markov property. 
The most important difference between them is that the Strong 
Markov property contains a stopping time, which is a specific 
type of “random time”. This kind of “random time” is always 
defined by a stopping rule which is a mechanism for deciding 
whether the process should be stopped or not. The rule is 
usually based on current or past state. And stopping time 
cannot be infinite in general. 
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The Markov property means that it is sufficient to predict 
the future from the current state because the current state is the 
result of all previous states. In another word, it is not necessary 
to collect all the past states’ information, just use the current 
state’s information.   

The Markov property understands time in the dimension 
of time, but the Strong Markov attribute understands time in 
the perspective of regular logic.  

III.  MARKOV MODELS IN REINFORCEMENT LEARNING 

In probability theory, the Markov model is a stochastic 
model used to simulate pseudo-randomly changing systems. 
It assumes that the future state depends only on the current 
state and not on the events that occurred before it (The Markov 
Property). In general, this assumption makes the model 
accessible for inference and computation that it would 
otherwise be difficult to handle. Thus, in the field of prediction 
models and probabilistic prediction, it is desirable to assume 
that a given model exhibits the Markov Property [5]. 

A. The relationship between Markov model and Markov 

process 

When the system state is both automatic and completely 
visible, the Markov model can be called a Markov chain. And 
the Markov process is a continuous-time version of the 
Markov chain. 

B. Classification of the Markov models 

There are four common Markov models in different 
scenarios, depending on whether each sequence state is 
observable, and whether the system is to be adjusted for the 
observations: 

• Markov chain. 

• Hidden Markov models. 

• Markov decision process. 

• Partially observable Markov decision process. 

TABLE I.  CLASSIFICATION OF THE MARKOV MODELS 

 
System state is 

completely visible 
System state is partially observable 

System is 

autonomous 
Markov chain Hidden Markov model 

System is 

controlled 

Markov decision 

process 

Partially observable Markov 

decision process 

1) Markov chain 

a)  Definition: The Markov property can be called 
“memorylessness” sometimes because it means that in a 
stochastic process that satisfies it, the predictions of the 
process can be made based solely on the process's present 
state and the predictions are as good as the one that could be 
made knowing all the process's history. And this kind of 
process can be called the Markov process. There are different 
definitions of a Markov chain. The most common is that a 
Markov chain is a Markov process having discrete-time in 
either countable or continuous state space. But some 
definitions are regardless of the nature of time and say that a 
Markov chain is a Markov process with a countable state 
space. For example, if you ignore time, you can define a 
Markov chain as a Markov process in a countable state space, 
and a Markov chain as a Markov process in discrete time if 
you ignore a state space. 

b) Types of the Markov chain: Depending on different 
kinds of state spaces and discrete-time v. continuous time, 
there will be four kinds of Markov chains: 

• (Discrete-time) Markov chains on a countable or 
finite-state space. 

• Markov chains on a measurable state space (e. g., 
Harris chains). 

• Continuous time Markov process or a Markov jump 
process. 

• Any continuous stochastic process with the Markov 
property (for example, the Wiener process). 

TABLE II.  TYPES OF MARKOV CHAINS 

 Countable state space 
Continuous or general 

state space 

Discrete-time 

(discrete-time) 

Markov chain on a 

countable or finite 

state space 

Markov chain on a 

measurable state 

space (for 

example, Harris chain) 

Continuous-time 

Continuous-time 

Markov process or 

Markov jump 

process 

Any continuous 

stochastic process with 

the Markov property 

(for example, 

the Wiener process) 

The Markov process is a stochastic process where, given 
the present case, the future is independent of the past. 
Sometimes, the Markov process is also known as a version of 
the Markov chain with continuous time [6]. A simple 
representation of the Markov process is shown below: 

 

Fig. 1. Example of a Markov process with two states marked E and A. And 

each number represents the probability that the Markov process changes 

from one state to another, with the direction indicated by the arrow. 

2) Hidden Markov model 

The Hidden Markov model (HMM) is a statistical model 
that was first proposed by Baum L.E. He uses a Markov 
process that contains hidden and unknown parameters. In this 
model, the observed parameters are used to identify the hidden 
parameters. Its state cannot be directly observed but can be 
identified by observing the vector series [7]. The hidden 
Markov models are probabilistic frameworks where the 
observed data are modeled as a series of outputs generated by 
one of several internal states [8]. 

In general, when considering a Markov model, all its 
processes should be observable. However, an HMM is a 
doubly stochastic process with an underlying stochastic 
process that is not observable but can only be observed 
through another set of stochastic processes that produce the 
sequence of observed symbols [9].  

If the state of a Markov model is only partially observable 
or noisily observable, this Markov model can be called a 
hidden Markov Model.  

3) Markov decision process 
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a) Definition: Markov decision process (MDP) is also 
a kind of Markov chain. In general, the one that tries to control 
the system will be called the agent. And there may be many 
agents in one system. The MDP state transitions are depending 
on the current state and the actions the agents take. Typically, 
an MDP is always being used to compute a policy of actions 
that will maximize some utility concerning expected rewards. 
And that is why nearly all the reinforcement learning 
algorithms are based on MDP. Sometimes, a MDP will be 
defined by the tuple whose number of parameters is larger 
than four for the computation of reinforcement learning (RL) 
because RL needs parameters to representing the learning rate, 
discount factor and so on. In general, A MDP will be 
represented by a four-parameter tuple{S, A, Pa, Ra}. S is a 
finite set of states, called the state space. A is a finite set of 
actions, called behavioral space, while as are a series of 
actions that can be performed under state S. 

 Pa(s,s’)=Pr(st+1=s’|st=s,at=a)                    (3) 

is the probability that taking behavior a at t in state s leads to 
state s’ at time t+1. Ra(s, s’) is the instantaneous reward (or 
the expected instantaneous reward) when the state s turns to s’ 
due to behavior a. State and action space can be finite or 
infinite. Some processes with countable infinite states and 
action space can be reduced to processes with finite state and 
action space [10]. 

b) Reinforcement Learning 

Deep reinforcement learning based on Markovian theories 
first gained widespread attention in 2013, when Google's 
Deepmind team first implemented image-based reinforcement 
learning AI [11]. The algorithm they used was Deep Q-
learning (DQN). 

Deep Q-learning is a method that tries to get the best 
strategy by using Q-learning and deep neural networks. Q-
learning is a kind of model-free algorithm that tries to get the 
best policy by calculating the value of each action in each 
particular state. 

After the DQN, algorithms related such as DDPG, AC, 
A3C, NAF, TRPO, PPO, TD3, SAC were invented in the 
single-agent field based on the Markovian theories. In the field 
of multi-agents, algorithms for example IQL, VDN, COMA, 
QMIX, QTRAN, QTRAN++, Qatten have also been invented. 

The DQN cannot be straightforwardly applied to 
continuous domains since it relies on finding the action that 
maximizes the action-value function, which in the continuous-
valued case requires an iterative optimization process at every 
step. Based on the deterministic policy gradient (DPG) [12] 
algorithm, countzero et al. present a model-free, off-policy 
actor-critic algorithm using deep function approximators that 
can learn policies in high-dimensional, continuous action 
spaces which is called the DDPG [13]. 

And there are some algorithms called Actor-Critic 
algorithms that can combine the strong points of actor-only 
and critic-only methods [14]. 

The Advantage Actor-Critic (A2C) algorithm replaces the 
original return in the critic network by advantage function. 
The Asynchronous advantage actor-critic (A3C) algorithm 
makes it possible to calculate asynchronously while each 
worker gets the data directly from the global network and 
interacts with the environment [15]. 

As a continuous variant of Q learning, the NAF can reduce 
the sample complexity for continuous control tasks and it can 

be regarded as an alternative to the more commonly used 
policy gradient and actor-critic methods [16]. 

The policy gradient algorithm has four challenges: (1) The 
large policy change will destroy the training. (2) It cannot map 
changes between policy and parameter space easily. (3) 
Improper learning rate causes vanishing or exploding gradient. 
(4) Low sample efficiency. The trust region policy 
optimization (TRPO) combines the MM algorithm, Trust 
region, and Importance sampling and will improve the 
performance in most cases [17]. 

PPO algorithm is a new kind of Policy Gradient algorithm. 
The performance of the Policy Gradient algorithm is very 
sensitive to the step size, but it is difficult to select the 
appropriate step size. If the difference between the old strategy 
and the new strategy is too large in the training process, it will 
be always difficult to calculate. PPO proposed a new objective 
function that can be updated in small batches by multiple 
training steps, which solved the problem that the step size in 
the Policy Gradient algorithm was difficult to determine. 
TRPO is also actually trying to solve this problem but it is 
much easier to do PPO than TRPO [18]. 

Although DDPG can sometimes achieve excellent 
performance, it is often not very easy to adjust the hyper-
parameters and other things that can be adjusted. A common 
problem with DDPG is that Q functions learned will 
sometimes overestimate the Q values. It then causes the policy 
to break because it exploits an error in the Q function. Twin 
delayed DDPG (TD3) [19] is an algorithm that solves this 
problem by introducing three key tricks: clipped double-Q 
learning, “delayed” policy updates, and target policy 
smoothing. 

There are several algorithms based on MDP and are 
famous in the field of multi-agent reinforcement learning. 

The independent q learning (IQL) [20] algorithm regards 
the other agents directly as a part of the environment, which 
means that each agent in the environment is in its single-agent 
task. It is impossible to guarantee convergence and the agents 
will easily get lost in the endless exploration because the 
environment is non-stationary for any one of the agents. But 
this algorithm`s performance is still relatively acceptable in 
practice. 

In cooperative multi-agent reinforcement learning, each 
agent chooses actions based on its local observations to 
maximize team rewards. The Value-Decomposition Networks 
for Cooperative Multi-Agent Learning (VDN) [21] proposes 
a way to decompose the team's reward signal to each agent 
through back-propagation.  

There is a credit assignment problem in MARL because 
the immediate reward of each agent are the same which means 
the agents who have made a huge contribution and those who 
have not much contribution will get the same rewards. To 
solve the problem, the Counterfactual Multi-Agent Policy 
Gradients (COMA) [22] algorithm uses a centralized critic to 
estimate the Q-function and decentralized actors to optimize 
the agents' policies. In addition, to address the challenges of 
multi-agent credit assignment, it uses a counterfactual 
baseline that marginalizes out a single agent's action, while 
keeping the other agents' actions fixed. COMA also uses a 
“critic” representation that allows the counterfactual baseline 
to be computed efficiently in a single forward pass. 

The full factorization of VDN is not necessary to extract 
decentralized policies. The Monotonic Value Function 
Factorization for Deep Multi-Agent Reinforcement Learning 
(QMIX) [23] is a novel value-based method that can train 
decentralized policies in a centralized end-to-end fashion. 
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QMIX employs a network that estimates joint action values as 
a complex non-linear combination of per-agent values that 
condition only on local observations. It enforces a 
monotonicity constraint on the value`s relationship between 
all the agents and one single agent. 

VDN and QMIX address only a fraction of factorizable 
MARL tasks due to their structural constraint in factorization 
such as additivity and monotonicity. QTRAN [24] guarantees 
more general factorization than VDN or QMIX, thus covering 
a much wider class of MARL tasks than previous methods. 

4) Partially observable Markov decision process 

While doing reinforcement learning research in most 
computer games, the agents will know with full certainty the 
state of the environment. In another word, the agent's sensors 
will allow it to perfectly monitor the state at all times, where 
the state captures all aspects of the environment relevant for 
optimal decision making. However, this kind of situation will 
rarely happen in the real world. For example, in many robotic 
applications, the robot's onboard sensors may not be able to 
enable the robot to unambiguously identify its location or pose. 
Furthermore, a robot's sensors are often limited to observing 
its direct surroundings, and there will always be features of the 
environment's state beyond the robot`s visibility which can be 
called the hidden state. Another source of uncertainty 
regarding the true state of the system is imperfections in the 
robot's sensors. For instance, let us suppose a robot uses a 
camera to identify the person it is interacting with. The face-
recognition algorithm processing the camera images is likely 
to make mistakes sometimes and report the wrong identity. 
Although in some domains the issues resulting from imperfect 
sensing might be ignored, the severe performance degradation 
caused by it is inevitable. The POMDP captures the partial 
observability in a probabilistic observation model, which 
relates possible observations to states [25]. 

5) Semi-Markov process 

The difference between the semi-Markov process and the 
Markov process is the type of time for which the state is 
defined. In the Markov process, the state is defined at the jump 
times. But in the semi-Markov process, the state is defined for 
every given time. The semi-Markov process is an actual 
stochastic process that evolves over time [26]. 

 

Fig. 2. The difference between Markov process and semi-Markov process 

IV. CONCLUSION 

Since the birth of Markovian theories, there has been more 
than one hundred years of research history. Markovian 
theories have strongly promoted the development of science 
and technology. Especially in the field of reinforcement 

learning, the application of Markov decision process theory 
has greatly promoted the development of reinforcement 
learning in recent years. On this basis, a large number of 
reinforcement learning algorithms have been proposed, 
although these algorithms are far from perfect. There is still 
much to be explored in Markovian theories. And the 
popularity of reinforcement learning will in turn promote the 
further development of them. 
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Abstract In TCP congestion control research, the use of 
machine learning to solve the issue of unused link bandwidth and 
to improve performance, such as maximizing link utilization or 
minimizing latency, is steadily increasing. Among such 
approaches, the Deep Q Network (DQN)-based TCP congestion 
control algorithm improves the link utilization but suffers from 
performance degradation when a specific link bandwidth is 
exceeded. In addition, inter-protocol fairness with other TCP 
congestion control algorithms has not been verified. In this paper, 
on a NS3 simulator, we conducted the experiments to enhance the 
improvement of the DQN-based TCP congestion control 
algorithm v2 in single flow and an inter-protocol fairness when 
several flows share the same bottleneck link. Our results 
confirmed that the average throughput was improved, and our 
approach is fairer than existing congestion control algorithms. 

Keywords Deep Q Network, TCP congestion control 

I. INTRODUCTION  
TCP congestion control is a network congestion avoidance 

algorithm that involves slow start and adjustment of the 
congestion window (Cwnd), i.e., the maximum number of 
unacknowledged packets that can be transmitted. As an internet 

stack, TCP congestion control is used to reduce packet loss and 
avoid congestion collapse by limiting the Cwnd. Since TCP 
congestion control was first proposed in 1988 [1], various 
versions of the algorithm have been studied and proposed, e.g., 
NewReno [2], CUBIC [3], and BBR [4]. 

Research to improve the performance of TCP congestion 
control is still ongoing. In particular, since 2017, interest in 
congestion control research by applying machine learning has 
increased [5]. Machine learning is an approach that 
automatically improves performance through experience and 
learning. Machine learning has been applied to many congestion 
control algorithms such as an algorithm that has been improved 
to use the available link bandwidth as much as possible in 
various link environments [6], an algorithm to minimize latency 
in real-time traffic environments [7], and so on. 

Among machine learning-based TCP congestion control 
algorithms, the Deep Q Network (DQN)-based TCP congestion 
control algorithm v1 we proposed earlier [6] has a higher 

average throughput than CUBIC or NewReno when the link 
bandwidth is less than 50 Mbps. However, when the link 
bandwidth exceeds 50 Mbps, the average throughput is 
relatively low. Furthermore, inter-protocol fairness with existing 
congestion control was not verified. In this paper, on a NS3 
simulator, we conducted an experiment to validate the 
improvement of the DQN-based TCP congestion control 
algorithm in single flow and an experiment to check the fairness 
when existing or DQN-based TCP congestion control 
algorithms share the same bottleneck link. 

II. RELATED WORK AND MOTIVATION 
Existing congestion control algorithm such as NewReno 

and CUBIC use hand-tuned heuristics, so they only operate 
with a fixed Cwnd adjustment algorithm in any network 
environment. As Cwnd increases according to a fixed algorithm, 
the existing congestion control unconditionally causes 
congestion during the Cwnd increase. 

Nowadays, due to the development of communication 
technology the internet speed increases, and the link bandwidth 
become larger. As the link bandwidth becomes larger such as 
5G or over 100 Mbps of network environment, the existing 
congestion control algorithm has some issues that takes a longer 
time to increase Cwnd to use all link bandwidth, and the unused 
link bandwidth also increases due to unconditionally occurring 
congestion. 

To overcome these issues by making it more adaptable to 
network environment, several algorithms, such as Orca [8], a 
hybrid congestion control protocol that depends on TCP fine-
grained control action with DDPG, Aurora [9], a rate-based 
congestion control algorithm with PPO, and DQN-based TCP 
congestion control algorithm [6][10], that apply machine 
learning from various perspectives, have been proposed. 

Among the machine learning methods, DQN is learned in 
real time by selecting an action that obtains the best reward 
from the state, it is suitable for adapting to the real-time 
changing network environment that has many state parameters, 
so there have been many attempts to apply it to the congestion 
control. 
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The DQN-based TCP congestion control algorithm v1 we 
proposed [6], has higher average throughput when the link 
bandwidth is under 50 Mbps but has lower average throughput 
than CUBIC when the link bandwidth is over 50 Mbps, and the 
inter-protocol fairness or round-trip time (RTT) has not yet 
been validated. So, to improve the issues of DQN-based TCP 
congestion control algorithm v1 and verify the inter-protocol 
fairness, we propose the DQN-based TCP congestion control 
algorithm v2. 

III. DQN-BASED CONGESTION CONTROL ALGORITHM 

A. DQN Model 

 
Figure 1. DQN algorithm. 

 
Figure 2. Deep Neural Network model for action. 

  
Figure 1 is a diagram of DQN algorithm. The environment 

refers to the network environment in which communication is 
performing using congestion control, and the DQN agent is 
congestion control in environment. The DQN attempts to find 
a policy that maximizes the , which is the value obtained 
when the agent takes an action  in a certain state . The Q 
value can be obtained as an output value of the deep neural 
network using the state as an input, and the one with the largest 
Q value is selected as the action like Figure 2. The parameter  
is a tuple that [state ( ), reward ( , action ( ), next state ( )]. 

At the target network, the agent calculates the target Q using 
Bellman equation, as (1). The  is the final reward value 
calculated using the equation described in section C, Reward 
function. The  is a discount factor for weight, the  is next 
state after action, and  is the best action that the agent chose. 
So,  means the maximum possible Q value at the 
next state, estimated by target network. 

When the parameter is , the loss for gradient descent is 
calculated with the loss function (2) using Mean Squared Error 
(MSE), and  is Q value of the current state after the 
DQN, from predict network. 

           (1) 

 (2) 

The DQN-based TCP congestion control algorithm v1 [6], 
used [Threshold, Cwnd, RTT, Throughput] for state space. 
However, because the throughput overlaps the value calculated 
by Cwnd and RTT, we excluded the throughput from state 
space of the DQN-based TCP congestion control algorithm v2 
to improve the learning performance. In this model, Cwnd is a 
byte unit. 

In the hidden layer, the previous model used only ReLU as 
an activation function, so the model training was not good in 
some cases. We improved the performance by adding Dropout 
so that the model can be trained well in various network 
environments by reducing overfitting and using all nodes. 

B. DQN output & Action Space [6] 

 (3) 

  (4) 

 (5) 

At first, after DQN learning, the output is the same value as 
(3), and the model learns by recognizing the output as network 
state. Action is selected using (4) according to the DQN output. 

Cwnd adjustment equation. By increasing/decreasing Cwnd 
according to the network state, the algorithm adjusts to maintain 
the link utilization rate learned through learning as much as 
possible. 

Action selection probabilistically chooses between the best 
performance action and the random action using the Epsilon-
greedy policy of (5), with the epsilon value as 0.015. Therefore, 
even if the network environment changes, the DQN model can 
explore to learn the new best performance action. 

C. Reward function [6] 

 (6) 

     (7)

Equation (6) is a reward function indicating the link 
utilization rate, which is the improvement direction that this 
algorithm focuses on.  is the throughput 
calculated by (7), and uses measured  and , 
parameters when the DQN agent receives  for the  
segment and confirms that the transmission completed without 
congestion.  is the maximum throughput that 
will not cause congestion, obtained through DQN learning. By 
adjusting Cwnd using a Rewards function, it can minimize the 
congestion occurring in a micro-changing network environment. 
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D. Overall algorithm

Figure 3. Flowchart of DQN-based TCP congestion control algorithm.

Figure 3 is a flowchart of the DQN-based TCP congestion 
control algorithm v2. When communication starts, it enters and 
operates in the standard TCP slow start until the Cwnd is bigger 
than threshold. After the slow start, the algorithm waits for the 
event. First, when three duplicated ACKs occur, it is judged as 
congestion, and Cwnd is reduced by using the standard CUBIC 
Cwnd reduction index of 0.7 which aims for fast Cwnd increase 
and scalability. Afterwards, set the limit throughput for 

. Second, when a timeout occurs, it re-enters a 
slow start according to the standard TCP operation. Finally, 
when ACKs equal to the number of all transmitted packets are
received, it operates in an algorithm that takes an action based 
on (4). If Cwnd is bigger than the limit throughput without 3 
duplicated ACKs, the agent enters limit throughput probing, 
otherwise it input parameters into the replay buffer.

IV. EXPERIMENT ENVIRONMENT

Figure 4. NS3 simulator experiment A setup.

Figure 5. NS3 simulator experiment B setup.

Figure 4 illustrates the setup of experiment A on NS3. The
experiment A involves checking the performance improvement 
of the DQN-based TCP congestion control algorithm v2 
compared to existing congestion control algorithms. The 
performance is compared by transmitting NewReno, which uses 
the same AIMD algorithm, CUBIC, which is widely used as a 
standard, the DQN-based TCP congestion control algorithm v1, 
and the v2 with only one host and client in a single flow. The 
RTT of the experiment environment is set to 100ms, and the 
experiment time is 300 seconds. Link bandwidths of 5, 25, 50, 
75, and 100 Mbps are used.

Figure 5 illustrates the setup of experiment B on NS3. The
experiment B compares fairness when two flows using different 
congestion control algorithms share a bottleneck link. The 
experiment is conducted with a bottleneck link bandwidth of 50
Mbps, an RTT of 100 ms, and an experiment time of 300 
seconds with two hosts and client. The competition uses the 
DQN-based TCP congestion control algorithm v2 vs CUBIC or 
NewReno.

V. EVALUATION

A. Congestion control comparison when single flow

Figure 6. Average throughput comparison of each congestion control.

Figure 7. Average RTT comparison of each congestion control.

Figure 6 is a graph comparing the average throughput of 
each congestion control during a single flow. The DQN-based 
TCP congestion control algorithm v1 suffers from lower average 
throughput than CUBIC and NewReno when the link bandwidth 
exceeds 50 Mbps. However, we confirmed that the proposed 
algorithm has a higher average throughput than the existing 
congestion control because there is almost no Cwnd reduce 
operation due to congestion. 

Figure 7 is a graph comparing the average RTT of each 
congestion control. Although the average RTT of the proposed 
algorithm was higher than existing congestion control in all link 
bandwidths, the difference was insignificant, i.e., approximately 
5 ms.

B. Comparison of fairness when sharing bottleneck link

Figure 8. NewReno vs CUBIC average throughput.
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Figure 9. NewReno vs the proposed algorithm average throughput & Cwnd. 

 
Figure 10. CUBIC vs the proposed algorithm average throughput & Cwnd. 

  
Figure 8 is a graph of average throughput when NewReno 

and CUBIC compete by sharing the same bottleneck link. 
Ideally, each should have 25 Mbps of average throughput, but  
CUBIC has 27.7 Mbps and NewReno has 21.85 Mbps for 
average throughput because CUBIC has a faster Cwnd increase 
speed and small reduction index than NewReno. 

Figure 9 is a graph of Cwnd and average throughput when 
NewReno and the proposed algorithm compete by sharing the 
bottleneck link. NewReno reduces Cwnd using 0.5 of reduction 
index when congestion occurs, and the Cwnd increase speed is 
slower than proposed algorithm or CUBIC. The proposed 
algorithm maintains the learned Cwnd, and NewReno repeats 
the increase and decrease in Cwnd due to congestion. Even if 
congestion occurs because of exploration of DQN or Cwnd 
increase of NewReno, the proposed algorithm increases the 
Cwnd back to the previous Cwnd again after decreasing it, and 
maintains. As a result, the average throughput of NewReno is 
22.28 Mbps and that of the proposed algorithm is 27.39 Mbps, 
which is not significantly improved compared to CUBIC vs 
NewReno. 

Figure 10 is a graph of Cwnd and average throughput when 
CUBIC and the proposed algorithm compete by sharing the 
same bottleneck link. CUBIC selects a concave/convex function 
as a Cwnd increment algorithm according to . When the 
proposed algorithm occupies the bottleneck link by learning the 
result, CUBIC adjusts Cwnd using the remaining link bandwidth. 
The proposed algorithm maintains Cwnd as much as possible 
and even if congestion occurs, and the two algorithms have a 
faster Cwnd increase rate and a smaller reduced index than 
NewReno. For these reasons, the average throughput of CUBIC 
is 24.62 Mbps, and that of the proposed algorithm is 26.08 Mbps, 
confirming that is fairer than when NewReno competing with 
CUBIC. 
 
 
 
 
 

VI. CONCLUSION 
In this paper, we propose an improved DQN-based TCP 

congestion control algorithm v2 and simulate the performance 
difference of each algorithm in a single flow as well as the 
fairness comparison when sharing a bottleneck link on an NS3 
simulator. As a result of improving the DQN model, the average 
throughput improved to higher than existing TCP congestion 
control algorithms for all bandwidths. Through a fairness 
experiment when sharing a bottleneck link, the proposed 
algorithm and CUBIC confirmed that fairness was good by 
using the link bandwidth at an approximately 49:51 ratio. 
However, the proposed algorithm and NewReno do not 
significantly improve compared to CUBIC vs NewReno by 
using the link bandwidth at about 55:45. In future research, we 
will attempt to adjust Cwnd adaptively and make it more TCP-
friendly in a more dynamic network environment by applying a 
learning method such as DDPG with continuous output rather 
than DQN with discrete output. 
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Abstract—In recent years, learning from demonstration has
become one of the promising methods in robotics and interactive
systems. Learning from demonstration is a model by which an
agent learns by observing an expert. The expert could be a pre-
trained agent or human. The main problem with learning from
demonstrations is the difference between the reward representa-
tion in the demonstrations and the actual environment. During
the construction of the demonstrations, it is easy to add new
rewards to enhancement the agent’s performance. In contrast,
it is not easy to do that in an actual environment. This work is
built upon our previous work to solve this problem. In previous
work, the agent uses Reinforcement Learning algorithms to learn
how to play video games from demonstrations. The agent was
supplied with an external reward to solve the problem of missing
rewards in the hard exploration environments. In this work,
Inverse Reinforcement Learning uses to extract the external
rewards from the demonstration and make them available during
the interaction period. The results showed that inverse learning
enables the agent to interact with the environment after the pre-
training. Furthermore, the performance of the agent becomes
more stable.

Index Terms—deep reinforcement learning, inverse reinforce-
ment learning, prioritized double deep q-networks, atari games

I. INTRODUCTION

Deep reinforcement learning has succeeded in many sequen-

tial decision-making problems such as Atari games and robotic

control. One of the challenges to applying reinforcement

learning is the missing of environment reward which leads

to makes the exploration difficult [1]. The reward is the only

criterion that evaluates the efficiency of the reinforcement

learning agent. Designing a reward function to assess the

agent behavior depending on the environment is complex and

impossible. One successful solution to learning the reward

function is inverse reinforcement learning (IRL) [2].

IRL solves the reward engineering problem by obtaining

the reward function from the expert’s demonstrations [3]. An

expert can be a professional human player or an agent who has

been previously trained using one of the learning algorithms.

IRL agents aim is to find out the reward function that explains

the behavior of the expert. Once the reward function is found,

the agent starts using the standard reinforcement learning

methods to find out the optimal policy expectedly to behave

as well as the expert. Reward function enables the agent to

interact with the environment and improve its behavior without

extra demonstrations [4].

In traditional Imitation Learning (IL), the agent is used to

directly learn the expert’s behavior. IRL enables the agent to

learn the strategies which lead to that behavior. Understanding

the strategy increases the robustness of the new behavior and

allows the agent to handle new challenges such as new initial

states or any change in the environment. Another advance of

IRL is the ability of the agent to explore the environment

via online learning using the standard RL algorithms. The

exploration enables the agent to visit new states without the

need for further demonstrations. Being robust and adapting

to the change is essential to an agent running in a dynamic

world [5]. Unlike deep RL, few IRL algorithms have been

developed to play video games. In this paper, we build on

our previous work [6]. The earlier work represented the first

phase, and the current work represented the second phase. In

phase one, the agent is trained to learn from the demonstrations

without interacting with the environment. In phase two, the

agent uses the IRL principles to interact with the environment

and enhance its performance.

II. RELATED WORK

There are two parts of related work. The first part is about

the deep RL in video games, especially Atari games. The

second is about the IRL works in different areas.

The first most popular algorithm implemented Deep RL

in Atari games is the deep Q-network algorithm (DQN) [7].

DQN merged the Q-learning [8] with the convolutional neural

network (CNN) and tested it on many Atari games. The result

showed that the DQN agent was able to reach the expert

performance on many games. After that, the RL community

has made many changes and extensions to the DQN algorithm

to improve its performance and stability. Using the Double Q-

learning algorithm [9] rather than the Q-learning algorithm

was the first change to the DQN. The Double DQN (DDQN)
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[10] showed that the DQN suffers from significant overestima-

tion, and the Double Q-learning reduces that overestimation

which leads to better performance. Prioritized experience

replay (PER) [11] replaced random sampling with sampling

experience by probability. This change allowed the DQN to

sample experiences that have more information to learn than

the other.

The dueling network [12] suggests decoupling the Q-

learning into two estimators: state and action. The state

estimator tells us it is (or is not) a valuable state regardless

of the effect of the actions at that state. A3C [13] presented

asynchronous four standard reinforcement learning algorithms

and showed that parallel actor-learners stabilize training, al-

lowing all four methods to train neural network controllers

successfully. Distributional Q-learning [14] learns a categorical

distribution of discounted returns instead of estimating the

mean. Noisy DQN [15] uses stochastic network layers for

exploration. Finally, Rainbow [16] studied the efficiency of

the six previous extensions in one algorithm. Their algorithm

provided an agent with performance better than each extension

separately.

Deep Q-learning from demonstrations (DQfD) [17] was

the first algorithm used demonstrations in Atari games. The

DQfD included two learning phases. In phase one, the agent

learning by imaging the demonstrations. In phase two, the

agent is learning by interacting with the environment. The

self-generated data and the demonstrations are used in the

learning during phase two. The DQfD was the first work to

enable RL agents to score in environments where the reward

is rare or missed. Later, many works [18] ± [20] attempt to

use demonstrations to enhancement the performance of RL in

such environments.

The second part of the related works is about the IRL.

The IRL first appeared to solve the problem of the new state

in the Imitation Learning (IL) approaches. In IL, when the

agent visited a new state, it became impossible to return to

the demonstrated states. IRL was first introduced by Ng, and

Russell [2]. They proposed to solve the reward engineering

problem by inferring the reward function from the expert

demonstrations. The main challenge was the ambiguity. In the

same demonstration, many reward functions could produce the

expert policy. In [21], they developed a method that produces a

policy that gets the same reward as the expert policy rewards.

The later works are Bayesian IRL and Maximum Entropy

IRL. Bayesian IRL [22] adopted the ambiguity by calculating

the distributed rewards rather than focusing on the given

function. This method produces the same guarantee as in

[21]. On the other hand, Maximum Entropy IRL [23] builds a

reward function that meets the expert features. This function

guarantees the higher-entropy stochastic policy and allows

the generalization in the environments using many different

planning dynamics.

As mentioned before, few IRL algorithms were developed

to play video games. The work by Uchibe [24] used logistic

regression to classify the transitions into two groups: expert

and non-expert. The classifier is used instead of the reward

function to train standard deep RL algorithms. The results

showed that their performance rarely outperforms the IL. The

other work is CNN-AIRL [25]. They modified the Adversarial

IRL algorithm [3]. Their modification includes adding CNN to

the AIRL baseline, normalizing the environment reward, and

increasing the size of the discriminator dataset. Additionally,

they represented the state with low-dimensional by autoen-

coder architecture built especially for video games. Their

algorithm achieves good performance on the simple Catcher

video game. They applied their algorithm to the Enduro game,

and the algorithm performance was lower than the expert

performance.

III. BACKGROUND

A. Markov Decision Processes

RL researchers adopt the Markov Decision Process (MDP)

formalism for their works. MDP framework is a tuple

(S,A, T, γ,R) where S is a set of states. Each state represents

the status of the environment at that time. A is a set of actions.

Actions are something that an agent can do in the state. T

is a transition probability from one state to another. γ is a

discount factor with a value between 0 and 1. The discount

factor controls the dependability of the far future rewards. If

γ = 0, the agent will only learn from the immediate reward. R

is a signal that represents the reward of the agent. The reward

evaluates the agent’s action. For each state, there is a policy π

determining which action the agent must select. The agent’s

primary goal is to find the policy that enables it to choose

the optimal action, which increases the cumulative reward.

The Q value for an (s, a) pair estimates the expected future

reward when the agent follows that policy. The Qπ represents

the Q value with that policy. The optimal Q value Q∗ (s, a),

which achieve maximal reward in one episode, is determined

by solving the Bellman equation [17] [22]:

Q∗(s, a) = E



R+ γ
∑

st+1

P (st+1|s, a)maxat+1
Q∗(st+1, at+1)





(1)

From the above equation, the optimal policy can be found by:

π(a) = argmaxa∈AQ
∗(s, a) (2)

DQN [7] approximates the Q value for all available actions in

a state by using a deep neural network. The network’s input

is the stack of several states (to determine the direction and

speed of the moving objects in the game), and the output is

the Q value for each action. DQN used a separate network

to calculate the target values. This network is updated after a

specific number of steps by copying the weights of the regular

network. The aim here is to stability the Q target values.

DDQN [9] used the regular network to select the best action

and the target network to calculate the target Q value for that

action. The DDQN loss is [17]:

JDDQN = (R(s, a)+γQ(st+1, a
max
t+1 ; θ−)−Q(s, a; θ))2 (3)
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Where θ is the weights of the regular network, the

θ− is the weights of the target network, and amax
t+1 =

argmaxaQ(st+1, a; θ).
PER [11] set a priority for each sample. These priorities

define which sample must be selected first. In the classical

DQN and DDQN, the samples were selected randomly. Due

to the randomness, some important samples may be deleted

before being selected. Also, the PER is sampling the neces-

sary samples more frequently. The probability of sampling a

particular transition i is proportional to its priority:

Pi =
pαi

∑

k p
α
k

(4)

Where pi is the last temporal difference error (the difference

between the new and old prediction) calculated for the i sample

plus a small positive constant. This small value ensures that

all samples are selected with some probability. The α is a

hyper-parameter used to reintroduce some randomness in the

experience selection for the replay buffer. When the α is equal

to 0, all samples are selected randomly. When the α is equal

to 1, only necessary samples with the highest probability are

selected.

B. Deep Q-learning from demonstrations

The general structure of our work is like the DQfD structure

[17]. DQfD contains two phases: the pre-training phase and

the interacting phase. The pre-training phase aims to learn as

much as possible before start interacting with the environment.

In this phase, the agent imitates the demonstrator to satisfy

the Bellman equation. During this phase, the agent updates

the network by applying four losses: the 1-step double Q-

learning loss, an n-step double Q-learning loss, a supervised

large margin classification loss, and an L2 regularization loss

on the network weights and biases. In the interacting phase,

the agent acts on the environment by selecting action with its

learned policy. In each time step, the agent saves current states,

action, reward, and next state as self-generated data. Once the

memory is full, the agent pulls out the oldest self-generated

data and keeps the demonstration data without any change.

The agent updates its network with a mixed mini-batch of

demonstration and self-generated data. DQfD used PER [11]

to control the ratio between demonstration and self-generated

data while learning to improve the algorithm’s performance.

C. Inverse Reinforcement Learning

The main difference in IRL is the expert’s demonstrations.

In IRL, the demonstration sampled from the MDP without the

reward. These samples represent the expert policy πE or the

behavior that the expert follows to solve a particular problem.

IRL aims to find a reward function that explains the expert

behavior. IRL algorithm receives as inputs a set of the expert

sampled transitions DE = (s, a, s
′

) and if available, a set of

non-experts sampled transitions DNE = (s, a, s
′

). The goal

of an IRL algorithm is to compute the reward R [4]:

∀s ∈ S, argmaxa∈AQ
∗

R(s, a) = Supp(πE(.|s)) (5)

Where Q∗

R represents the optimal score function, and πE

represents the expert policy. It is important to separate the

expert sampled transitions from the non-experts sampled tran-

sitions to prevent the last one from being optimal, which is

essential to imitate the expert behavior. To achieve that, one

must search for a significant reward, which is a reward for

which the expert policy is optimal and for which only expert

actions are optimal or at least a subset of expert actions [4]:

∀s ∈ S, argmaxa∈AQ
∗

R(s, a) ⊂ Supp(πE(.|s)) (6)

The IRL researches, thus, included methods to find signifi-

cant rewards [21], [23]. Once the reward is determined, the

MDP = (S,A, T, γ,R) must be solved to compute the

agent’s policy, which is a problem as such.

IV. LEARNING FROM AUXILIARY REWARDS METHOD

Our agent relies on the extra rewards for learning through

two stages. The first stage is known as phase one or the pre-

training phase. The second stage is known as phase two or the

interacting phase. In the following two subsections, the details

of these two phases will be explained.

A. The Pre-Training Phase

Our work for this phase was published previously [6]. In

this section, phase one is briefly described. For further details

about the implementation, evaluation, and comparisons, the

readers can check out our previous article. In this phase, the

agent learns to play video games using human demonstrations.

Two classical RL algorithms were used DDQN [9] and PER

[11]. Our contribution is to use auxiliary rewards rather than

environment rewards. The auxiliary rewards were involved

within the demonstrations, and the agent learned to play video

games depending on these demonstrations only. There is no

interacting or self-generated data during this phase.

The auxiliary reward is represented by 0 or 1. A human

player selects the correct action in each step and sets that

action’s reward to 1. The reward of the rest actions is 0.

Assigning actions with 0 is essential to give all actions realistic

values. These absolute values prevent the network from updat-

ing toward ungrounded variables. Five Atari games were used

to benchmark the performance of the agent. Three of these

games are considered hard exploration games (Environment

rewards are miss or rare), and two are simple games. Our agent

results in the hard exploration games exceeded the results of

many baseline algorithms including DQfD. Fig. 1 shows the

agent results in all five games [6].

B. The Interacting Phase

Once the pre-training phase is complete, the agent starts

acting on the environment by selecting action using its learned

policy, collecting self-generated data, and learning from that

data. The objectives of phase two are to explore new states and

make the agent performance stable. The agent performance in

some games is unstable. However, once the agent started inter-

acting with the environment, the learned policy performance

decreased. The reason here is the reward distribution. In phase
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Fig. 1. Phase one scores averaged over ten episodes for each weight in 25
different weights starting from 10000 to 250000 steps of training for the five
games: Montezuma’s Revenge, Pitfall, Private Eye, Breakout, and Pong.

one, the agent received a 0 or 1 reward for each action. On

the other hand, phase two depends on environment rewards.

These rewards have different time intervals variations from

game to game. Fig. 2 shows the performance of the agent in

Montezuma’s Revenge game after starting interacting.

Fig. 2 proves that the agent performance gets effect by

the newly generated data. The agent runs on the environment

for 50000 steps which is enough to show the problem. To

solve this problem, the concept of IRL is used to extract new

auxiliary rewards that help the agent during phase two. All

details will explain in the next section.

Fig. 2. The performance of our agent in phase two for Montezuma’s Revenge
game. The agent starts learning from self-generated data after performing
20,000 steps.

V. LEARNING USING IRL

IRL’s main concept is learning the reward function from the

demonstration data. A new CNN is built to serve as a Reward

Function (RF) to take advantage of that. The RF dataset is a

particular transition from the phase one demonstration. These

transitions are the transitions with rewards equal to 1. The

current state in that transition is considered as an input to

the RF. A zeros array with a size equal to action space size

is a target output for the RF. Only the correct action in

that transition is assigned with 1 in the target output. The

processor of building the RF dataset is shown in Fig. 3. The

St refer to the current state, the St+1 refer to the next state,

(a) and (r) represent the selected action and the environment

reward respectively. The RF has the same architecture as the

agent regular CNN architecture from phase one. The main

differences are the output activation function and the loss

function. In the agent’s CNN, a linear activation function is

used. In the reward function, the SoftMax activation function

is used. For the loss function, the Categorical cross-entropy

loss is used rather than Huber loss.

Fig. 3. Reward function dataset building procedure.

Fig. 4 shows the differences between the standard MDP

used in classical RL algorithms and our new framework. In

the new framework, the agent will select the action, and the

reward function will provide a reward for the chosen action.

This reward will be used alongside the environment reward.

Fig. 5 compares our architecture with the DQfD architecture

for phases one and two.

Fig. 4. The above plots show the standard MDP for solving RL problems.
The down plots show our new framework by adding the RF.

VI. RESULTS AND DISCUSSIONS

Our integrated approach has only been tested on two games:

Montezuma’s Revenge and Breakout. Montezuma’s Revenge

is a challenging exploration game, while Breakout is a simple

game with routinely environmental feedback. The RF part has

been tested on all five games from phase one. The reason

for testing the integrated approach on two games only is the

training time that is required.

A. Reward Function Results

This part discusses the results of RF where this part con-

tains the training and testing results for the RF CNN. The

reward function trained with the dataset extracted from the
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Fig. 5. The left plots show our architecture. The right plots show the DQfD
architecture.

demonstration for 20.000 update steps. After that, the RF was

tested on a new test set. This test set differs from the training

set. The test set builds by playing each game for one episode.

The episode starts from the initial state and finishes when all

available lives become equal to zero. In general, one episode

is enough to visit most states in the training test. These test

sets find out if the reward function suffers from overfitting or

underfitting. The details of the training dataset, test dataset,

and test accuracy are shown in Tab. I. Furthermore, the RF

learning F1 scores for each action are shown in Tab. II.

TABLE I
DATASET DETAILS AND TEST ACCURACY

Game Training Dataset Test Dataset Test Accuracy

Size Episode Size Episode

MR 60877 5 9705 1 0.8646

Pitfall 132844 5 25135 1 0.9148

Private Eye 39098 5 8282 1 0.8443

Breakout 31297 9 3282 1 0.6453

Pong 26783 3 6245 1 0.7969

TABLE II
F1 SCORE RESULTS

Accuracy 0 1 2 3 4 5 6 7 Weighted

MR 0.86 0.63 0.91 0.88 0.85 0.85 0.78 0.74 0.86

Pitfall 0.93 0.64 0.78 0.93 0. 0.59 0.76 0. 0.91

Private Eye 0.41 0. 0.54 0.87 0.92 0. 0.55 0.57 0.83

Breakout 0.68 0. 0.29 0.29 - - - - 0.56

Pong 0.87 0.64 0.51 0.6 0. 0. - - 0.81

RF has low performance on both Breakout and Pong games.

The reason is these games have an infinite state space. Fur-

thermore, the size of the training set for both games is small.

In such games, the RF output is not very important due to

the availability of environment reward, which can replace the

reward function output.

B. Interacting Results

The result of this phase is reported while the agent is

running in the environment. The agent started with an empty

buffer. This buffer will store the agent’s self-generated data.

The environment provides the current state for both the agent

and the RF. As in DQfD, our agent selects action using the

trained policy from the pre-trained phase. The RF role is to

generate rewards array output depending on the current state.

The current action reward and the environment clipped reward

will add together and save with the current state, action, and

next state. The agent uses these transitions for training.

In each game, the convolutional neural network is trained

on a single GPU for 500k steps. We used the Nvidia GeForce

GTX 1060 graphics card (6 GB memory version). For compar-

ison, our agent, the DQfD agent, and the standard Prioritized

Double DQN (DDQN) agent were trained on the same device.

The standard PDDQN is the algorithm used to build our

approach. The PDDQN agent differs from our agent because

it does not have demonstration data, pre-training phase, and

reward function. The PDDQN agent took about one week

to finish the training for each game. The DQfD agent took

about four days for each game, while our agent required

20 days to complete the training for each game. The reason

for the difference in training time is due to the number of

predications in the algorithms. In each step, our agent makes

two predictions, the first prediction is selecting the correct

action, and the second is predicting the reward for that action.

On the other hand, the DQfD and PDDQN agents predict the

correct action only. The difference in training time is the only

disadvantage in our work. Fig. 6 Showing the online results for

the three algorithms in Montezuma’s Revenge and Breakout

games.

Fig. 6. Online rewards for the Montezuma’s Revenge and Breakout games.
The zero rewards between episodes are removed. Scores are from the Atari
game, regardless of the internal representation of reward used by the agent.
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In Montezuma’s Revenge game, our agent performance is

good. The high score of our agent is about 9000 scores,

while the DQfD agent scored 6000 only. As in all standard

reinforcement learning algorithms, the PDDQN agent score

is zero. In the Breakout game, our agent performance is

poor compared with the DQfD agent. Our agent was able

to score 30 only, while the DQfD agent scored 60. The

reason here is the infinite state space in the simple games. For

example, in the Breakout game, the state changes depending

on the ball. So, it is impossible to train the RF with all

possible states. The breakout game is a simple challenge for

all classical reinforcement learning algorithms [7], [10] ± [17].

All these works obtained results ranging from 300 to 600

after 200 million steps of training. For 500 steps, our agent

performance is better than the performance of the PDDQN

agent. Our approach can score higher in both games if trained

with millions of steps. The last plot is the ratio between

the demonstration and the self-generated data in the mini-

batch. As mentioned before, the DQfD agent trained its current

network using both demonstrations data and self-generated

data. The ratio for both Montezuma’s Revenge and Breakout

is shown in Fig. 7. Unlike our agent, the DQfD agent relies

on demonstrations all-time of training. Furthermore, it uses the

demonstrations only at the beginning of the training without

returning to the self-generated data. Our agent uses the self-

generated data only, which is the main concept in learning

from interaction and makes it different from imitation learning.

Fig. 7. The ratio of how often the demonstration data was sampled versus
the self-generated data in the DQfD algorithm.

VII. CONCLUSION

We have introduced an integrated approach that uses Re-

inforcement Learning, Learning from Demonstration, and In-

verse Reinforcement Learning for solving the hard-exploration

problem. Our approach solves the problem of sparse and/or

deceptive rewards by using external rewards resulting in

higher scores compared with prior works. The external reward

system opens up a large number of new research directions

including experimenting with different environments and dif-

ferent methods with one limitation: the availability of human

demonstration.
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Abstract—Optical camera communication (OCC) is a potential
candidate for the commercial deployment of vehicular commu-
nication. Recently, researchers have focused on the development
of an OCC-based advanced driver assistance system. In this
paper, we have proposed a pothole detection and road banking
angle estimation technique from the rear LED shapes of the
forwarding vehicle using OCC to ensure safe and comfortable
driving. Mathematical approaches, as well as neural network-
based methods, have been developed to provide highly accurate
results. The proposed system is also applicable to detect stuck
vehicles in icy conditions.

Index Terms—optical camera communication (OCC), ad-
vanced driver assistance system (ADAS), V2X communication,
internet of vehicles (IoV)

I. INTRODUCTION

Every year a significant number of people die and get

injured in road accidents worldwide. The distraction of drivers

is considered one of the key factors that cause accidents.

Drivers can be assisted by providing necessary driving instruc-

tions based on the surrounding environments to reduce road

accidents. At first, vehicle navigation systems drew attention

in the late 1960s in the United States. The related primary

goals included reducing highway congestion, increasing fuel

efficiency, guiding routes, avoiding vehicle collisions, and

collecting tolls electronically [1]. Nowadays, advanced driver-

assistance systems are being extensively researched to reduce

the number of casualties due to road accidents. Vehicle po-

sitioning and vehicle to vehicle (V2V) communication have

immense potential to reduce the number of road accidents,

making it possible to save the lives of a significant number of

people by providing nearby vehicular position information to

drivers [2]. In particular, an intelligent transportation system

requires precise vehicle positioning to ensure a safe braking

distance from surrounding vehicles. The primary focus of

the researchers was on radio-frequency (RF) technology over

the past decade. The selection of appropriate technology

is a challenging task as the vehicular density is high in

metropolitan areas. Using RF-based technologies, the system

performance is expected to degrade owing to the huge amount

of electromagnetic interference. Moreover, regular long-term

driving can lead to adverse effects on drivers’ health [3].

Fig. 1: Block diagram of a basic OCC system.

In addition, the number of connected devices in 5G is

growing exponentially, which is supposed to become a more

complex scenario in 6G. Therefore, an alternative of RF-

based vehicle to everything system is under research as the

RF spectrum is overcrowded and highly regulated. Currently,

the unregulated massive optical spectrum (10 nm-1 mm) is

considered a promising complement of RF technology to

support the increasing demand for mobile data. Moreover,

high security, immunity from interference, and high energy

efficiency have brought unprecedented research attraction in

this field [4], [5].

Recently, the research in optical camera communication

(OCC) has attracted significant attention as most modern

vehicles are equipped with one or multiple cameras for parking

assistance and blind-spot monitoring, these cameras can also

be used as receivers whereas the day time running light of ve-

hicles can be modulated flicker freely to transmit data through

the optical channel [6]. Therefore, OCC can be commercially

deployed in the vehicles without adding too much cost to the

existing system. Other key advantages of OCC technology

include nearly interference-free communication as each pixel

can be processed individually and an unlicensed spectrum that

can be used as a complement for the nearly saturated RF

spectrum. The basic operation of an OCC system is shown

in Fig. 1 [7]. In a V2V communication scenario, the signal-

to-noise ratio is high, as the light-emitting-diodes (LEDs)

used for lighting have very high luminance. It offers a very

strong line-of-sight link set up at a long distance with a low

bit error rate. Additionally, the effect of sunlight, a major
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Fig. 2: Alignment of the rear LEDs when the FWV goes over a a) plain surface, b) pothole under the left wheel, and c) pothole

under the right wheel.

challenge for other optical wireless communication systems in

outdoor environments, can be effectively eliminated. Despite

the high-speed switching capability of LEDs, the data rate

of OCC systems is predominantly limited by the camera

frame rate. Therefore, the significant advantages of OCC are

often overshadowed by its low data rate [4]. Researchers

have already proposed a high-speed camera and multiple-

input multiple-output technique using an LED array to increase

the data rate to one suitable for sensor data monitoring [8],

patient monitoring [9], vehicular communication [10], and

other low-rate indoor and outdoor applications [11], [12].

OCC can support numerous applications including platooning,

emergency brake light detection, collision avoidance, traffic

light recognition, and intersection assistance. Inter-distance

between vehicles can also be estimated using OCC. Thus,it

can be used to maintain a safe distance between vehicles

[2], [10], [13]. Information on traffic accidents, road repair

works, and traffic flow can be relayed from V2V to ensure

safety and comfortable driving. Moreover, the front view

of the forwarding vehicle (FWV) can be perceived by the

following vehicle (FLV) using video streaming to enable

the see-thorough feature [4]. In our previous work, we had

developed a road curvature estimation technique from the rear

LED shapes of the FWV using OCC to reduce the accidents

at the road bendings [2]. In this work, we have designed a

system that can measure the angle between the two rear LEDs

of a vehicle so that potholes and vehicles stuck in the ice can

be detected. Additionally, the road banking angle can also be

estimated from the rear LED positions of the FWV.

The remainder of this paper is organized into the following

sections. Section II presents the methodology where the overall

architecture, dataset preparation, and mathematical approach

are described. In the next section, the results are discussed.

Then, the conclusion and future work are mentioned in Section

IV.

II. METHODOLOGY

A. Overall Architecture

The ’x’ coordinates of the LEDs vary with the lateral

movement of the FWVs, FLVs, or both in the captured image

in the FLV’s camera receiver keeping the ’y’ coordinate of

the LEDs the same as shown in Fig. 2(a). If one of the

Fig. 3: Flowchart of the pothole detection and road banking

angle calculation using OCC.

rear wheels runs over a pothole, the vertical coordinates of

the rear LEDs of the FWV will no longer remain the same

which is shown in Fig. 2(b) and Fig. 2(c). The flowchart of

pothole detection and measurement using OCC is shown in

Fig. 3. The deep learning-based method is more accurate than

the mathematical approach. Both methods are compared to

provide a more accurate result. If there is any discrepancy

between the mathematical method and the neural network

(NN)-based method, it is tolerated up to a certain level and

the result of the deep learning-based approach is shown as

output. However, if the difference is more than the threshold

(for instance 5°), that is removed from the calculation. It can

be noted that this process doesn’t affect the overall system

performance. For instance, a 30 frame rate per second (fps)

camera captures 30 images in one second and each image

will provide one result. Therefore, if a high frame rate camera

is used, the number of results obtained in one second will

be equal to the frame rate of the camera. As a result, if

some of the results are discarded, it will not create any

significant performance degradation. The NN-based approach

and mathematical approach are described in the following

subsections.
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B. Dataset Preparation

5,000 images were taken at various angular positions with

their associated angles. The dataset had a dimension of

5, 000× 6 where the input and output vectors had the dimen-

sion of 5, 000× 5 and 5, 000× 1, respectively. In a real-time

scenario, numerous lights can be present in an image where

most of the light sources are unwanted and can be considered

as interfering light sources. Again, processing all the pixels

of an image is unnecessary and time-consuming. Therefore,

a convolutional NN (CNN) including two hidden layers was

designed for image classification. The individual rear LED

pair of vehicles were warped as individual images and a

convolutional filter of 4 × 4 was used for feature extraction.

Then, max-pooling was performed with a 2×2 filter to reduce

the image size more. Then, it is flattened so that it can be used

as the input of the NN.

C. Mathematical Approach

When the vehicle goes over a pothole or got stuck in ice or

there is road banking, the ’y’ coordinates of the rear LEDs will

be dissimilar. A hypothetical triangle can be formed which is

shown in Fig. 4(a) and Fig. 4(b). The angle between the rear

LEDs can be calculated from these triangles which require

prior knowledge of the actual distance between the rear LEDs.

This information is transmitted from the rear LEDs of the

FWV to other FLVs using OCC. And, to calculate the apparent

distance between the rear LEDs, the distance for each pixel is

calculated as the distance between the rear LEDs is known.

Then, the angle can be calculated using the cosine function as

follows

Angle between LEDs, θ = cos
−1

(

base

hypotenuse

)

, (1)

θ = cos
−1

(

apparent dist. between rear LEDs

actual distance between rear LEDs

)

. (2)

TABLE I: Implementation parameters.

Parameter Value

Camera

Image resolution 1080× 1920

Camera frame rate 30 fps

Exposure time 2.5 ms

Backlight

prototype

Distance between two LEDs 10 cm

LED size 3 mm red LED

Maximum distance 50 m

III. RESULT AND DISCUSSION

The performance of our proposed scheme was verified

experimentally. On the transmitter side, there were two parts

such as the vehicle taillight prototype and an Arduino UNO to

operate the LEDs. On the receiver side, a rolling shutter (RS)

camera was used to capture the images and Python 3.7 was

Fig. 4: Hypothetical triangle for calculation of pothole angle

when the FWV goes over a pothole under the (a) left wheel

and (b) right wheel.

Fig. 5: A demonstration of the estimation of the angle between

rear LEDs when the FWV goes over (a) a pothole under the

left wheel, (b) pothole free road, and (c) a pothole under the

left wheel.

used for LED detection and the rest of the processing. After

LED detection, data was retrieved from the brightness of the

stripes created on the image sensor due to the RS effect. And,

the angle between LEDs was estimated from the rear LED

coordinates of the FWV.

To evaluate the performance of our suggested system eco-

nomically, we built a vehicle taillight prototype. The LEDs

were connected with an Arduino UNO and DC power was

supplied for the operation. It was implemented in an indoor en-

vironment where the sunlight and light from artificial sources

were the interfering lights. Table I contains the implementation

parameters. The pair was tilted to the left and right, and

the results were recorded. The results were compared with

the actual values to assess the performance of the proposed

method. The threshold was set to 5° so that any discrepancy

higher than this limit could be discarded. It was observed that

the deviations remained below the predefined limit. A sample

of the implementation results is shown in Fig. 5(a), Fig. 5(b),

and Fig. 5(c).

IV. CONCLUSION AND FUTURE WORK

This work adds a new feature in the OCC-based advanced

driver assistance system (ADAS). The stuck vehicles in the

ice, potholes, and road banking angles can be detected or

estimated from the rear LED shapes of the FWVs using

our proposed technique. Our proposed method is expected to

assist the drivers even in adverse weather conditions, such

as rainy, snowy, and foggy. Therefore, pothole detection can

play a key role in safe and comfortable driving making OCC

a promising candidate for vehicular communication because

it not only provides communication but also ADAS features.

The more the features will be developed, the higher the chance

of commercial deployment of OCC-based ADAS. Therefore,
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we will conduct our future research to connect the vehicles at

roundabouts using OCC technology.
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Abstract—In recent years, damage to crops and injuries to
humans by harmful birds and animals have increased in areas
of Japan. In order to support the coexistence of humans and
wildlife, technologies for observing the ecology of wildlife and
detecting harmful birds and animals are attracting attention. In
our previous study, a method of detecting animals by utilizing
a radio beacon has been proposed. In the system, the reception
signal strength of radio waves transmitted between radio beacon
devices is continuously measured and analyzed to identify the
existence of the wildlife near the devices by using machine
learning technology. However, the existing method of analyzing
the radio wave strength cannot estimate the posture of the animal
which can be utilized to identify the detailed behavior of the
animals (e.g., the point where feeding behavior was taken) and
to understand the situation of damage caused by them in more
detail. Therefore, in this study, we propose a new sensor network
system that detects the presence of wild animals by analyzing
images taken by the thermal camera that can measure the body
temperature of the organism day and night. In addition, in order
to reduce the power consumption of the entire system that is
assumed to be installed in mountain areas where the power
supply is difficult, the thermal camera is activated only when the
doppler sensor with low power consumption detects the moving
object. After that, by analyzing the captured images using a
machine learning technology, the system attempts to estimate
not only the type and the number but also the posture of the
animals.

Index Terms—IoT, wild animals damage prevention, machine
learning, doppler sensor, thermal camera

I. INTRODUCTION

In recent years, damage to crops caused by harmful birds

and animals (e.g., wild boars, deer) becomes a serious prob-

lem. Although the total amount of damage is decreasing year

by year, it still exceeds 15 billion yen per year [1]. As an

example, Figure 1 shows the total amount of annual damage to

crops caused by harmful animals nationwide, as published by

the Ministry of Agriculture, Forestry and Fisheries, Japan. In

order to reduce the damage to crops caused by such harmful

birds and animals, it is necessary to monitor their habitats

and the number in real-time and to detect their approaching

to the human living areas in advance. However, since it is

difficult to prepare electricity in mountainous areas where

harmful animals live, a system that consumes little power

and can monitor harmful birds and animals for a long time is

required. On the other hand, countermeasures to the harmful

birds and animals such as the capture and extermination of

harmful birds and animals by hunters and the installation of

preventive fences have been taken, but require hunters to patrol

the condition of the equipment deployed in a wide area which

results in high cost.

Therefore, existing studies have developed a system that

can automatically detect harmful birds and animals and can

confirm their location via the Internet [2] [3]. In the system,

images taken by the camera are sent to the cloud on the

Internet and are analyzed to detect the wild animals on the

images. However, in order to send the images with large data

size to the server on the Internet and to detect the wild animals

in real-time, a high-speed communication network should be

prepared, hence the location where the system can be deployed

is limited. In addition, the system should be able to work even

at night when the wild animals frequently appear [4].

Therefore, in this study, we propose a new sensor network

system that can estimate not only the presence of the wild

animals but also their species and posture by analyzing images
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Fig. 1. Total amount of damage to crops caused by harmful animals and birds
(from 2016 to 2020).
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taken by a thermal camera that can measure the body temper-

ature of living harmful animals day and night. The proposed

system adopts an edge computing-based structure where a

small computer installed in the field analyzes images taken by

the thermal camera to estimate the type and posture of wild

animals and sends only the results to the analysis server on the

Internet. The system structure can greatly reduce the amount of

data sent to the analysis server, making it possible to realize

a system that can work even in a mountainous area where

the high-speed communication network is not available. In

addition, in order to ensure long-term operation even when the

camera is installed in mountainous areas where power supply

is difficult, the system is configured to activate the thermal

camera only when the sensor with low power consumption

detects moving objects, thereby realizing overall power saving

of the system. Furthermore, this study considers a system for

detecting the status of harmful birds and animals using 3D

LiDAR which can accurately measure the distance, position,

and shape of the target object.

II. RELATED WORKS AND OBJECTIVES OF OUR STUDY

A. Harmful wildlife detection system utilizing deep learning

for radio wave sensing

In previous research by Ogami et al. (2018), a system

for detecting harmful animals using radio wave sensing is

proposed and developed [5]. The proposed system consists

of a device that transmits and receives the radio beacons in

multiple frequency bands (2.4 GHz, 920 MHz, and 429 MHz)

that have different characteristics of reflection and diffraction

between each other. This device is capable of measuring

the received signal strength of the radio wave transmitted in

multiple frequency bands. By analyzing the measured signal

strength of radio waves using machine learning techniques, the

system can capture the features related to the size and shape of

the wild animals passing between transmitter/receiver devices

and can estimate their species and the number. However, this

method cannot estimate the posture of the animal that can

be used to identify the detailed behavior of the target (e.g.,

feeding).

B. Damage prevention systems by wild animals using image

analysis

In the existing study by Kamesaka et al. (2018), a system for

capturing harmful animals using image analysis and machine

learning has been proposed [6]. In this proposed system, an

RGB camera attached to a cage that lures a group of monkeys

takes images and uploads them to the server. And then, the

server analyzes the images by utilizing machine learning to

determine whether a group of monkeys exist in the image.

When a group of monkeys is detected, the person in charge

operates the door of the cage via a web browser to capture

them. However, since the system uses images with relatively

large data size, it requires a high-speed communication net-

work to transmit the data to the server via the Internet to detect

the wildlife in real-time. Therefore, the system cannot be used

in mountainous areas where wild animals live, but the cellular

network such as 4G/LTE is not sufficiently available for the

system. Furthermore, since it is difficult to prepare the power

supply of the system in the area, the power consumption of

the device that detects harmful animals should be reduced so

that the system becomes available for a long time.

C. Objectives of our research

In this study, we propose and develop a harmful birds and

animals condition detection system that can estimate not only

the presence of wild animals but also their species and posture

by analyzing images taken by a thermal camera that can

measure the body temperature of living harmful animals day

and night. The proposed system adopts a system structure of

edge computing where images taken by the thermal camera are

analyzed on a small computer installed in the field to estimate

the type and posture of wild animals. The computer transmits

only the result of the analysis to the server on the Internet so

that the system can be used even in mountainous areas where

a high-speed communication environment is not available. In

addition, to ensure that the system can operate for a long

time even when it is installed in mountainous areas where

power supply is difficult, the system is configured so that the

thermal camera with high power consumption is activated only

when the doppler sensor with low power consumption detects

moving objects.

III. PROPOSED HARMFUL ANIMAL DETECTION SYSTEM

A. Overview of the proposed system

The overall picture of the system proposed in this study

is shown in Fig. 2. As shown in this figure, the proposed

system consists of sensor nodes for detecting harmful birds and

animals installed in the field and an analysis server deployed

on the Internet. In order to save power consumption of the

entire system, the sensor node activates the thermal camera

for observing the detailed behavior of the target via a relay

circuit only when detecting the approach or separation of the

object by the doppler sensor. The sensor node then analyzes

the image captured by the thermal camera using machine

learning technology, estimates the type, number, and posture

of the animals present in the image, and transmits the results

to the analysis server. The analysis server accumulates the

estimation results, visualizes the status of wildlife using a map

application, and sends the e-mail to notify users (e.g., hunters,

staff of local governments) of the appearance of wildlife.

B. Device/function configuration of the proposed system

In this section, we describe the device and functional config-

uration of the sensor nodes and the analysis server computing

the proposed system.

1) Configuration of sensor nodes: The sensor node is

responsible for observing and analyzing data related to the

ecology of the wildlife and consists of three devices divided

by a function. The first device is a microcontroller that

has the function of detecting the approach and departure of

wild animals and controlling activation of the second device

through relay circuits. In our proposed system, the Arduino
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Fig. 2. Overview of proposed system.

Nano Every which is a power-saving microcomputer with

a built-in CPU, memory, and an interface to accommodate

a variety of sensors are used as the microcontroller. The

microcontroller is connected to a doppler sensor for detecting

the approach and separation of objects, and a relay circuit for

turning on and off the electrical device. A 24 GHz microwave

sensor module, NJR4265 J1, is used as the doppler sensor,

and a solid-state relay which is a type of non-contact relay is

used as the relay circuit. The doppler sensor has a detection

distance of 10 m, a detection angle of 70° horizontally and 54°

vertically and current consumption of 60 mA.

The second device is a small computer that controls a

thermal camera to capture temperature images and analyzes

them to identify objects in the images utilizing machine

learning. In our proposed system, the small computer is a

Raspberry Pi 4B that is a small single-board computer operated

on a Linux-based OS and is configured to wake up with

5V power supplied when a relay circuit is connected to the

microcontroller is activated. This small computer is connected

to a thermal camera for photographing wild animals detected

by the doppler sensor. In this study, the thermal camera is

the ultra-compact Lepton 3.5 which is capable of capturing

temperature images with a resolution of 160×120 pixels and

is connected to a small computer via USB using an interface

board, PureThermal 2.

The last one is a microcontroller for wireless communica-

tion (MAX32630FTHR) that controls the LTE-M (Long Term

Evolution for machine-type-communication) module to send

analysis results to the analysis server. The MAX32630FTHR is

a platform for developing embedded devices that are equipped

with a microSD card connector and 6-axis acceleration and

gyro sensors. The proposed system assumes the use of LTE-

M, a kind of LPWA (Low-Power Wide-Area), which enables

wide-area wireless communication with low power consump-

tion, although the communication speed is slow. The LTE-

M module of the proposed system is KYW01 which also

has the function of positioning using GPS, and is connected

to the microcontroller using a dedicated interface board [7].

Through the microcontroller for communication, the sensor

data measured by the sensor node is sent to the analysis server

on the Internet.

2) Configuration of analysis server: In this system, the

analysis server is assumed to be a commercial PC, and a

Mac Mini (2018) is used in this study. Here, all the functions

of the analysis server are implemented using Python, and

Elasticsearch is used as the database to store the data to be

analyzed. Elasticsearch is a database supporting a full-text

search engine developed by Elastic, which is suitable for real-

time analysis of the time-series data. In addition, Kibana is

used for a visualization of the data stored on Elasticsearch. The

program in the analysis server stores the data received from

the sensor node in folders created each date (year/month/day),

determines the location of the origin of the data by referring

to pre-registered location information of the sensor nodes by

the sensor ID recorded in the received data, and stores the

received data with the location information of the sensor node

in the database in real-time.

C. Linkage method of sensor devices in sensor nodes

In order to achieve overall power saving of the proposed

system, the sensor device with high power consumption is

activated only when the approaching of wild animals is de-

tected by the sensor device with low power consumption, and

the data used for estimating the type and the posture of the

wild animal is acquired. In the sensor node in the proposed

system, the microcontroller first receives the “approach” or

“separation” signal from a doppler sensor, and when the type

of received signal is “approach”, it activates the small com-

puter by controlling a relay circuit. Next, the activated small

computer estimates the type and posture of the approaching

wildlife by applying the image analysis process described in

the next section to the temperature images that are obtained

from the connected thermal camera.

D. Analysis method of temperature image in sensor node

In this research, LTE-M which is a type of LPWA is used

as the communication method for sending data from sensor

nodes to the analysis server, hence it is difficult to send large

amounts of data such as images in real-time. Therefore, the

proposed system adopts a system structure of edge computing

configuration where the temperature images obtained from a

thermal camera are analyzed in the sensor node, and only the

estimated results of the type and the posture of the wild animal

are sent to the analysis server. The data to be sent to the

analysis server is summarized in Tab. I. As shown in this table,

the data consists of the sensor ID to identify the location where

the sensor node is installed, the estimated type/posture/the

average number of wildlife, and the time when the wildlife is

detected. In the following parts of this section, Section III-D1



TABLE I
FORMAT OF DATA SENT FROM THE SENSOR NODE TO THE ANALYSIS

SERVER.

Data name Type Example

Sensor ID char 01

Estimated class char human front

Average number of animals float 2.2

Acquisition time（UNIX） char 1605364660851.75

10 10 10 10 10

150 150 10 10 10

200 200 110 10 10

200200 10 1010

150 150 110 110 10

Threshold is 𝟏𝟎𝟎

𝟏𝟎𝟎 > 𝒙: Brack (𝟎)

𝟏𝟎𝟎 ≤ 𝒙: White (𝟏)

Thermal image Binary image

0 0 0 0 0

1 1 0 0 0

1 1 1 0 0

11 0 00

1 1 1 1 0

Fig. 3. Binarization method to convert thermal image to binary image
(threshold value is 100).

describes the detailed process of extracting the contours of the

wildlife from the temperature image as a pre-processing for

machine learning, and Section III-D2 describes the detailed

process of estimating the type and posture of the wildlife by

the machine learning.

1) Binarization process for thermal images: As a pre-

processing step for machine learning, a binarization is applied

to the temperature images captured using the thermal camera

to emphasize the contours of the wild animals in order to

reduce noises on the temperature image and to focus on

the part of the wildlife on the image for the analysis. The

procedure for generating a binary image from the temperature

image is shown in Fig. 3. As shown in this figure, a threshold

value for the binarization is predetermined. If the grayscale

value corresponding with the temperature in the pixel is

smaller than the threshold, the value of the pixel is set to

0. If the value is greater than the threshold value, the value of

the pixel is set to 1. In the binary image in Fig. 3, a pixel with

a value of 0 is black, and a pixel with a value of 1 is white.

In the proposed system, the different thresholds are selected

among the different environments (i.e., 90 for indoors and 170

for outdoors) because the brightness that affects the grayscale

value varies depending on the environment.

2) Estimation process of the type and posture of wildlife

using machine learning: The small computer is a component

of the sensor node that estimates the type and posture of the

wildlife in the temperature image by applying the machine

learning technology to the binary image generated by the

process described in the previous section. In our proposed

system, we use YOLO which is one of the object detection

models using deep learning as a machine learning technology

[8]. By inputting a binary image to the pre-built learning model

Split int 5×5 cells

Bounding box with objects

Map with classes

Prediction Combination

Estimated result

human_front

Fig. 4. Method for estimating animals by machine learning.

of YOLO, the location and the existing probability of each

type of object in the image are estimated. Since we have

not obtained temperature images of actual wildlife enough to

construct the learning model yet, the analysis target of the

proposed system is a human that is a kind of organism as

shown in Fig. 4. As shown in this figure, the input image

is firstly divided into 5×5 cells. After that, the proposed

method predicts the bounding rectangles where the object

may exist and the map where the object may exist. Finally, it

combines the bounding rectangles with the map and outputs

the estimation result.

After waking up, the small computer starts the process of

estimating the type and posture of wildlife every 10 seconds.

First, all the binary images captured and generated during 10

seconds are input to the machine learning model to obtain

the result in each image. And then, a majority vote is taken

on all the estimation results based on the images, and the

type, posture, and the average number of the most numerous

wild animals are calculated. Finally, the results are sent to the

analysis server.

IV. PRELIMINARY EXPERIMENTS TO DERIVE APPROPRIATE

SETTINGS FOR MACHINE LEARNING

In this section, we describe the types of machine learning

technology (YOLO) used in this study, and preliminary ex-

periments to study the appropriate combination of libraries

for implementing machine learning. In this experiment, we

assume that the target organism is one type of human being

and build a machine learning model to estimate three different

postures to the camera: “facing front/facing right/facing left”.

There are two types of YOLO: version 3 (YOLOv3) which

runs stably on the Raspberry Pi 4B, and YOLOv3-Tiny a

lighter version. Each type is used together with TensorFlow

which is a library for deep learning provided by Google or

Keras which is an open-source library for building neural net-

works. In addition, TensorFlow version 2 (hereinafter, referred

to as TF2) is used because YOLOv3 and YOLOv3-Tiny may

not work with TensorFlow version 1.

A. Impact of the type of machine learning library

In order to clarify which library (TF2 or Keras) of the

machine learning is appropriate for our proposed system, we

evaluate the time taken to estimate and the estimation accuracy



TABLE II
YOLOV3 + TF2 VS. YOLOV3 + KERAS

Pair Detection time (sec) Accuracy rate

YOLOv3 + TF2 31 1.0

YOLOv3 + Keras 43 1.0

TABLE III
YOLOV3 + TF2 VS. YOLOV3-TINY + TF2

Method name Detection time (sec) Accuracy rate

YOLOv3 + TF2 31 1.0

YOLOv3-Tiny + TF2 0.7 1.0

for the combination of YOLOv3 and TF2, and the combination

of YOLOv3 and Keras. In this evaluation, 32 images with the

correct label of human front (human is facing front) are used

as training data to build the learning model. For the constructed

learning model, 10 images that are different from the training

data are input to the learning model to estimate the posture

of the target, and the average time required for estimation and

the percentage of accuracy is estimated.

The experimental results are shown in Tab. II. From this

table, we can see that the accuracy rate is 1.0 for all com-

binations but the time taken to estimate is 31 seconds for

the combination of YOLOv3 and TF2 which is faster than

the combination of YOLOv3 and Keras. Based on the result,

TF2 is used as the machine learning library in the subsequent

experiments.

B. Impact of the version of YOLO

In order to clarify which version of YOLO is appropriate

for the proposed method, we evaluate the performance in case

that each version of YOLO (i.e., YOLOv3 or YOLOv3-Tiny)

is used. The procedure for constructing and evaluating the

learning model is the same as that in Section IV-A.

The experimental results are shown in Tab. III. From this

table, we can see that the correct answer rate is 1.0 for both

versions of YOLO, but the required time for YOLOv3-Tiny is

about 44 times faster than that for YOLOv3. In general, the

YOLOv3-Tiny is known to have lower detection accuracy than

YOLOv3, but there is no degradation in estimation accuracy

when using YOLOv3-Tiny because of the binarization prepro-

cessing can emphasize the contours of the target. In addition, it

is necessary to consider the improvement of estimation speed

by using YOLOv3-Tiny rather than the estimation accuracy

by using YOLOv3 because the proposed system needs to

notify the administrator of the appearance of harmful birds and

animals in real-time. Therefore, the YOLOv3-Tiny is adopted

as the version of YOLO in the following evaluation in this

study.

V. DEMONSTRATION EXPERIMENT TO EVALUATE THE

EFFECTIVENESS OF THE PROPOSED SYSTEM

In order to clarify the effectiveness of the proposed system,

we evaluate the power consumption of the sensor nodes and

TABLE IV
POWER CONSUMPTION OF EACH DEVICE

Device name Electric current Power consumption

Arduino Nano Every + NJR4265 J1

(Always-on startup) 0.104 A 0.52 W

Raspberry Pi 4B

(Reading and writing images) 1.13 A 5.65 W

Raspberry Pi 4B

(During object estimation) 1.40 A 7 W

the performance of detecting the type and posture of wildlife

using machine learning.

A. Evaluation of power consumption of sensor nodes

In this experiment, we measure the power constantly con-

sumed by the microcontroller with the doppler sensor, as well

as the power consumed by the small computer when the

process of estimating the type and posture of wild animals.

Based on the measurement result of the power consumption,

the maximum time that the proposed system can operate

continuously when using a battery with a capacity of 12 Ah is

estimated.

The experimental results are shown in Tab. IV. As shown in

this table, the current consumed by the microcontroller with

a doppler sensor is 0.104 A. Based on the evaluation results

of the current consumption, the proposed system can operate

for only 60 hours even if the small computer is periodically

activated three times per hour when using a battery with a

capacity of 12 Ah. In the previous study, the wireless beacon

device is used to detect the approaching of the moving object

[5] and the power consumption of the device is 10 ∼ 20mA

which is much smaller than the combination of microcontroller

and doppler sensor used in the proposed system. This is mainly

due to the fact that the current consumption of the doppler

sensor is 60 to 70 mA.

B. Evaluation of the performance of machine learning for

object estimation

In this section, we evaluate the performance of the machine

learning model described in Section IV. At present, it is

difficult to install the prototype system in an actual field where

wild animals live (e.g., mountainous areas). Therefore, we

conduct an experimental evaluation that the detection target

is a human on the campus of Ritsumeikan University, Japan.

The experimental results are shown in Tabs. V and VI.

From these tables, it can be seen that the proposed system

can estimate that the posture of the human with an accuracy

of about 94% when the distance between the thermal camera

and the subject is 3 m. However, when the distance between the

thermal camera and the subject is 5 m, the accuracy decreases

to about 45%. This is because, with the increase in the

distance, it is more difficult to obtain the correct temperature

of the surface of the subject. Therefore, in order to accurately

estimate the type and posture of wildlife by the proposed

system, it is necessary to build the learning model for each

specific distance range.
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TABLE V
DISTANCE IS 3 M

❤
❤
❤

❤
❤

❤
❤

❤
❤

❤
❤

❤
❤
❤

❤
❤
❤

Label of correct

Label of estimation
human front human right human left

human front 161 - -

human right - 138 2

human left - 7 163

TABLE VI
DISTANCE IS 5 M

❤
❤
❤

❤
❤

❤
❤

❤
❤

❤
❤

❤
❤
❤

❤
❤
❤

Label of correct

Label of estimation
human front human right human left

human front 132 1 22

human right - 70 2

human left - 56 52

VI. SUNSHINE HOURS REQUIRED FOR PERMANENT

OPERATION OF THE NEW TYPE OF SENSOR NODES

Based on the measurement results in Section 5, we are

considering a design of a new type of sensor node considering

the microcontroller and the small computer. In the sensor node,

the microcontroller detects the existence of the wildlife using

the wireless beacon device to reduce the power consumption

and sends a signal for activation once when detecting the

wildlife. In addition, the small computer is equipped with the

3D LiDAR for observing the detailed shape of the target to

identify the type and posture of the wildlife. In the proposed

system, the microcontroller is an Adafruit Feather nRF52840

express, the 3D LiDAR is a Mid-70, and the small computer

is a Jetson Nano.

When detecting the moving object in the vicinity, the micro-

controller activates the small computer and the 3D LiDAR by

transmitting a signal to the relay circuit. After that, the small

computer wakes up from the suspend mode and acquires 3D

point cloud data of the target object for 60 seconds from the

activated 3D LiDAR.

In this experiment, we consider the sunshine hours required

for the permanent operation of the sensor node consisting

of the microcontroller and the small computer when using

a power generation system consisting of a battery with a

capacity of 50 Ah and a solar panel with a maximum output

of 100 W. In the sensor node of this experiment, the micro-

controller sends a signal for activation once an hour to the

small computer and the relay circuit to which the 3D LiDAR

is connected. After that, the small computer that has recovered

from the suspend mode acquires 3D point cloud information

of the target object from the activated 3D LiDAR. Here, it

is assumed that the microcontroller detects the moving object

and activates the small computer once per hour.

Here, the sunshine duration provided by the Japanese Mete-

orological Agency during the experiment in Otsu City, Shiga

Prefecture, Japan, is shown in Fig. 5. As shown in this figure, if

the total amount of sunlight in a week is 1127 minutes (about

18.9 hours), the system can operate semi-permanently because

the amount of electricity generated by the power generation

system exceeds the power consumption of the sensor nodes.
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Fig. 5. Sunshine hours in Otsu City, Shiga Prefecture, Japan from July 8 to
15, 2021

VII. CONCLUSION

In this study, we have proposed a new sensor network

system that detects the presence of wild animals by analyzing

images taken by the thermal camera. In addition, we have

achieved power saving of the entire system by activating from

the sensor with low power consumption to the sensor with

high power consumption in stages. Furthermore, by analyzing

the captured images taken by the thermal camera using a

machine learning technology, we have shown that the system

can distinguish not only the type and the number but also

the posture of the animals. In the future, we will propose a

new sensor network system that detects the presence of wild

animals by analyzing point cloud data measured by the 3D

LiDAR so as to accurately observe the type and posture of

the wildlife. In addition, we will collect wild animals’ data

from sensor nodes installed in the field and analyze the data.
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Abstract— The most important issue in the LBS(Location 

Based Service) industry is to accurately estimate the user's 

location to provide various location-based services. In the case 

of an outdoor environment, relatively high positioning accuracy 

may be provided through a GPS(Global Positioning System) or 

the like. However, the application of the GPS is limited in an 

indoor environment due to problems such as propagation loss. 

Therefore, in this paper, a technology for positioning a user 

using WiFi(Wireless Fidelity) communication applied to a 

general indoor environment is studied. First, a fingerprinting 

scheme that provides relatively high accuracy in combination 

with an RSSI(Received Signal Strength Indicator) is applied to 

perform user positioning. At this time, after arranging each 

RP(Reference Point) in the offline step, the RSSI value is 

measured to build a fingerprinting database. After, in the online 

step, the k-NN(k-Nearest Neighbor) algorithm, a technique of 

supervised learning, is applied by measuring the RSSI value of 

the fingerprinting database and the actual user's location. At 

this time, the initial search area of the PSO(Particle Swarm 

Optimization) algorithm is limited by deriving the closest RP 

from the actual user. After that, the particles are distributed in 

a limited area to finally determine the user's location. Through 

simulation, it can be confirmed that when k-NN and PSO are 

jointly used, improved positioning accuracy is obtained 

compared to the existing schemes. 

Keywords—LBS(Location Based Service), Indoor Positioning, 

k-NN(k-Nearest Neighbor), PSO(Particle Swarm Optimization),

Wi-Fi(Wireless Fidelity)

I. INTRODUCTION

With the rapid development of mobile communication 
technology, the LBS(Location Based Service) industry is 
attracting attention. In general, LBS may be requested for 
personal or public purposes. The main examples are for 
customers to find the store they want by themselves in large 
and complex shopping malls, to support firefighters in case of 
a fire in a building, or to provide discount information at large 
marts. Conventionally, it is possible to provide relatively high 
positioning accuracy in an outdoor environment based on GPS 
(Global Positioning System) technology[1]. However, there is 
a limit to the application of GPS technology due to problems 
such as propagation loss due to the complicated radio wave 
environment in the indoor environment. Therefore, to solve 
this problem, technologies that provide high positioning 
accuracy based on communication technologies applicable in 
indoor environments such as WiFi(Wireless Fidelity), 
Bluetooth, and UWB (Ultra-Wide Band) became an important 
research subject[2]. 

In addition, technologies such as IoT(Internet of Things), 
Bigdata, and AI(Artificial Intelligence), which are the core 

technologies of the 4th industry, can be fused and applied to 
the LBS industry. Most people own a smartphone, an IoT 
device. Big data technology can store and use vast amounts of 
data. AI technology has the advantage of being able to quickly 
process complex calculations. When these three technologies 
are convergent applied, it is possible to provide each user with 
the optimal location accuracy in real-time. 

As mentioned above, mobile communication technologies 
for indoor positioning that are currently generally used include 
WiFi, Bluetooth, UWB, and the like. And in the existing 
sensor positioning technology, there are techniques based on 
the range and methods that do not use the range. Among them, 
in general, most of the technology based on the range is 
applied. Among them, positioning technology based on 
RSSI(Received Signal Strength Indicator) is the most 
commonly used because it can obtain high positioning 
precision at a low cost when used in combination with a 
fingerprinting algorithm[3]. 

Existing studies related to these indoor positioning 
methods are as follows. In [4], the positioning accuracy was 
improved by limiting the MLE(Maximum Likelihood 
Estimation)-based PSO(Particle Swarm Optimization) 
scheme, and in [5], a method combining ANN(Artificial 
Neural Network) and PSO was proposed to estimate the user's 
location. In [6], a method of estimating the user's location 
through the re-sampling process using a particle filter was 
proposed, and in [7], a method that effectively converges RSSI 
fingerprinting and MF(Magnetic Field) fingerprinting was 
used. The above literatures proposed various approaches for 
indoor user positioning, but they did not consider both 
positioning accuracy and processing time at the same time. 

Therefore, in this paper, we propose a method for 
estimating the user's location based on WiFi communication 
in the indoor environment suggested by 3GPP(Third 
Generation Partnership Project)[8]. The core of the proposed 
method is to effectively limit the initial search area of PSO 
through k-NN(k-Nearest Neighbor), an AI(Artificial 
Intelligence) technology. To this end, initially, RSSI values 
for a specific RP(Reference Point) are collected based on a 
fingerprinting technique. Then, k-NN techniques are applied 
between the RSSI value of the real user and the fingerprinting 
database value to derive k RPs closest to the user. The derived 
k points may be used to limit the initial search area of the PSO. 
At this time, we conduct the simulation by changing the k 
value and analyzing the positioning accuracy performance 
according to the k value. 

The overall structure of this paper is as follows. Section 2 
describes the system model. Section 3 describes the indoor 
positioning method proposed in this paper. Subsequent section 
4 describes the parameter values and results used in the 
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simulation. Finally, Section 5 draws the conclusion of this 
paper. 

II. SYSTEM MODEL 

 

Fig. 1. Indoor environment suggested by 3GPP 
 

The environment considered in this paper is shown in 
Fig.1[7]. Fig.1 shows the indoor environment suggested by 
3GPP and has a size of 120𝑚 × 50𝑚 , with a total of 12 
APs(Access Point) deployed. The distance between each AP 
is set to 20𝑚. 

In the suggested environment, it communicates based on 
WiFi and locates the user by using the RSSI value between 
each AP and the UE(User Equipment). In this case, the RSSI 
value can be obtained as in (1) below. 𝑅𝑆𝑆𝐼𝑑 = 10 log(𝑃0) − 10𝑢𝑙𝑜𝑔 ( 𝑑𝑑0) + 𝑁           (1) 

where,  𝑅𝑆𝑆𝐼𝑑(𝑑𝐵𝑚) and 𝑃0(𝑑𝐵𝑚) are the received power 
between the AP and the user for each distance 𝑑 and 𝑑0. 𝑢 is 
the path loss exponent, and N is the noise. 

III. PROPOSED POSITIONING SCHEME 

 The positioning method proposed in this paper is shown 
in Fig. 2. The proposed scheme locates the user's location by 
sequentially applying the fingerprinting scheme, k-NN 
algorithm, and PSO. At this time, the core idea is to limit the 
initial search area of PSO through a k-NN algorithm.  

 
Fig. 2 Block diagram of the proposed scheme 

 

 As shown in Fig. 2, the proposed method uses three single 
algorithms fused. First, the fingerprinting scheme is 
performed in the offline step. The fingerprinting scheme 
measures the RSSI value from all APs in each RP. A 

fingerprinting database is built based on the measured RSSI 
value. In the online step, RSSI between the UE and each AP 
is measured. The measured values apply the k-NN algorithm 
based on the fingerprinting database. By applying the k-NN 
algorithm, it is possible to derive k RPs closest to the UE. The 
derived k RPs are used to limit the initial search area of PSO. 
Limiting the initial search area of PSO is the core idea of this 
paper. If the initial search area is limited, the convergence time 
of the PSO process can be shortened and high positioning 
accuracy can be achieved. 

PSO, performed in a limited search area, is an intelligent 
evolutionary computation algorithm that finds the location of 
a UE based on intelligent particles. PSO has advantages such 
as few parameters, simple implementation, and high 
positioning accuracy [8,9]. In PSO, particles share 
information and search for an optimal point. Since each 
particle determines the direction of movement based on shared 
information, the information of all particles must be updated 
periodically. The subsections below look at each step in detail. 

A. Fingerprinting Scheme 

The fingerprinting scheme is a method of constructing a 
database by measuring the RSSI value at a specific location. 
Recently, indoor environments such as airports, large 
stadiums, high-rise buildings, and large department stores 
have become wider and more complex. Therefore, when 
building a fingerprinting database in an indoor environment, 
big data technology that can store a large number of RSSI 
samples is required. In this paper, a simulation-based 
fingerprinting technique was performed. First, the RP is 
placed in a specific location within the environment 
considered in the system model. Thereafter, each AP 
calculates an RSSI value for each RP based on (1). A 
fingerprinting database 𝐷𝐵𝐹  is built based on the calculated 
values. The constructed fingerprinting database 𝐷𝐵𝐹  can be 
expressed as (2) below. 

𝐷𝐵𝐹 = [  
  ℎ11 ⋯⋮  ℎ1𝑚 ⋯ ℎ1𝑀⋮  ⋮ℎ𝑟1 ⋯⋮ℎ𝑅1  ⋯ ℎ𝑟𝑚 ⋯ ℎ𝑟𝑀⋮ℎ𝑅𝑚  ⋯ ⋮ℎ𝑅𝑀]  

  
                     (2) 

where, ℎ𝑟𝑚 represents an RSSI value between the m-th AP and 
the r-th RP. Thereafter, the 𝐷𝐵𝐹  value is used to estimate the 
real user's position in k-NN algorithm. 

B. k-NN Algorithm 

The k-NN is one of the supervised learning algorithms that 
finds k closest data in feature space with random input. In 
other words, it is to find the k most adjacent RPs from the 
user's location. The k-NN algorithm is a method without a 
learning process, and when new data comes in, it selects 
neighbors by measuring the distance between existing data. 
Because k-NN does not build a model separately, it is also 
called Instance-based Learning. In k-NN, there are Euclidean 
Distance and Manhattan Distance as distance measurement 
methods. In this paper, we apply the method of deriving the 
adjacent RP based on the commonly used Euclidean Distance. 
A method of deriving the closest RP from the user is as 
follows. 

First, the RSSI value for the user's location is measured in 
the online phase. The measured value can be expressed as 
follows. 
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𝐻𝑢𝑅𝑆𝑆𝐼 = [ℎ𝑢1 , ℎ𝑢2 , ℎ𝑢𝑚 , … , ℎ𝑢𝑀]                       (3) 

 

where, ℎ𝑢𝑚 is the RSSI value between the nth AP and the user 
UE u. Assuming the measured user's RSSI value as new data, 
the closest RP is derived by calculating the Euclidean Distance 
with the fingerprinting database value. 𝑑𝑢,𝑟 = ‖𝐻𝑢𝑅𝑆𝑆𝐼 − 𝐷𝐵𝐹‖ = √∑ (ℎ𝑢𝑚 − ℎ𝑟𝑚)2𝑀𝑚=1         (4) 

where, denotes the Euclidean Distance between UE u and RP 
r, and the smaller the value, the closer UE u and RP r. 
Thereafter, the initial search area of the PSO algorithm is 
limited based on the k nearest RPs. 

C. PSO Algorithm 

 PSO is an intelligent evolutionary computational algorithm 
proposed by James Kennedy and Russell Eberhart in 1995 and 
can derive an optimal solution by distributing particles within 
the search area. The specific process of the PSO algorithm is 
as follows. 

First, the particles in the swarm perform the initialization 
process. The initialized particles are randomly distributed in 
the search area, and the location of the UE is estimated. In the 
PSO, all particles repeat the process of finding the optimal 
solution estimated as the actual location of the UE. During the 
search, each particle shares its optimal position, 𝑝𝑏𝑒𝑠𝑡, and its 
optimal position, 𝑔𝑏𝑒𝑠𝑡 , within the cluster. Particles are 
searched based on 𝑝𝑏𝑒𝑠𝑡  and 𝑔𝑏𝑒𝑠𝑡  to derive an optimal 
solution. The algorithm terminates when the maximum 
number of iterations is reached or the target accuracy is 
achieved. The parameter changes of each particle according to 
the repetition are shown below. 𝑉𝑝(𝑡 + 1) = 𝑤𝑉𝑝(𝑡) + 𝑐 𝑟 [𝑝𝑏𝑒𝑠𝑡𝑝(𝑡) − 𝑥𝑝(𝑡)]                                + 𝑐 𝑟 [𝑔𝑏𝑒𝑠𝑡(𝑡) − 𝑥𝑝(𝑡)]                     (5) 𝑋𝑝(𝑡 + 1) = 𝑋𝑝(𝑡) + 𝑉𝑝(𝑡 + 1)                    (6) 𝑤 = 𝑤𝑚𝑎𝑥 − 𝑡T (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)                    (7) 

where, 𝑉𝑝(𝑡) is the velocity of the p-th particle in the t-th 

iteration, 𝑋𝑝(𝑡) is the position of the p-th particle in the t-th 

iteration. In addition, c is an acceleration coefficient, w is an 

inertia coefficient, and r is an arbitrary coefficient of 

contraction. t represents the current number of iterations, and 

T is the total number of iterations of the PSO algorithm. 

As above, while the particles perform repetitions, the PSO 

process is terminated when the preset target accuracy or the 

maximum number of repetitions is reached. After the PSO 

process is finished, the position of the particle having the 

most optimal solution becomes the estimated position of the 

UE. The process of the proposed technique is described in 

detail in Algorithm 1. 

Algorithm 1: Proposed Positioning Algorithm 

Result: Location of user 

Environment Initialization 

Distribute the RP at a specific location within the area 

for m = 1:M 

   where, M is the total number of Wi-Fi APs 

   Measure Wi-Fi AP m and each RP’s RSSI value 

End 

Fingerprinting database 𝐷𝐵𝐹  construction 

for m = 1:M 

   Measure Wi-Fi AP m and UE's RSSI value 

End 

Construction 𝐻𝑢𝑅𝑆𝑆𝐼  with measured values 

Weighted fuzzy matching with 𝐷𝐵𝐹  and 𝐻𝑢𝑅𝑆𝑆𝐼  
Deriving the k RPs closest to the UE and obtaining a 

limited area 

Randomly distribute particles over a limited area 

For t = 1:T 

PSO algorithm implementation 

End 

Obtain the position of the particle with the most optimal 

fit and use it as the UE's estimated position 

IV. SIMULATION SETUP AND RESULTS 

 A simulation was performed based on MATLAB 2017b to 
evaluate the performance of the proposed scheme. The main 
parameters used in the simulation are summarized in Table Ⅰ.  

TABLE I.  SIMULATION PARAMETER 

 

As can be seen in Table 1, in this paper, user positioning is 
performed based on the indoor environment suggested by 
3GPP. The size of the suggested indoor environment is 
120m×50m. To evaluate the positioning performance, the 
simulation is repeated a total of 10,000 times. The built 
environment is shown in Fig. 3. 

 

Fig.  3. Indoor environment and RP location realized by simulation 

 

 In Fig. 3, the blue triangle is a WiFi AP, and the red circle 
is a UE, and the green circle is an RP, and the black circles are 
the k RPs closest to the UE. A total of 12 APs are uniformly 
placed in the presented environment. The transmit power of 
each AP is set to 20dBm, and the interval between APs is 20m. 
At this time, to apply the fingerprinting scheme, the interval 
of the RP is arranged by changing it to 3, 6, and 9m. In the 
simulation, the UE is randomly placed in the suggested 
environment and the proposed positioning scheme is applied. 
The initial search area is limited for the PSO process. 

Parameter Value 

Room size 120m × 50m 

Distance between reference points 3, 6, 9 m 

Number of iteration 10,000 

Number of AP 12 

Transmit Power of AP 20 dBm 

Number of Particle 10 𝑐, 𝑟, 𝑤𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥, 𝑇 2, 0.3, 1, 0.4, 10 

k Value 3, 4, 5 

310



Simulations are performed by changing the k value of the k-
NN algorithm to 3, 4, and 5 to derive a limited area. Afterward, 
in the PSO process, the particles are initialized using the 
variables shown in Table 1. In the proposed scheme, the 
maximum number of repetitions of the PSO was set to a total 
of 10 times. 

TABLE II.  POSITIONING ERROR ACCORDING TO K-VALUE 

 

Table 2 shows the positioning error of each scheme 
according to the change in the RP interval. The best match is 
a scheme of estimating the coordinate value of the RP with the 
highest proximity as the coordinates of the UE. In this case, 
the best match set the value of k to one in the k-NN algorithm. 
In k-NN, k values were set to 3, 4, and 5, and simulations were 
performed. As can be seen from the results, it can be 
confirmed that the highest positioning accuracy performance 
is shown when k values are 3 and 4. This shows that the 
smaller the initial search area of the PSO algorithm, the higher 
the positioning accuracy performance. 

 

Fig.  4. Positioning Error vs Distance between Reference Points 

 

Fig. 4 is the result of comparing the positioning accuracy 
between the proposed scheme and the existing scheme. kNN-
PSO is a scheme proposed in this paper and based on the 
results of Table 2, the k value is 4. W(Weighted)k-NN is a 
method of deriving k adjacent RP, assigning weights through 
Euclidean distance calculation, and estimating the user's 
location. MLE-PSO[4] is a method of improving the 
positioning accuracy by estimating the user's approximate 
location through the MLE method and then applying the PSO 
algorithm additionally. A DNN(deep neural network) is a 
method of estimating a user's location using a feed-forward 
neural network. As can be seen from the fig.4, it can be seen 
that MLE-PSO and DNN have a constant positioning error 
regardless of the change in the distance between RPs. This 
shows that the two schemes are a method of estimating the 
user's location without relying on RP. Unlike this, it can be 
seen that the positioning error of kNN-PSO and Wk-NN 
increases as the distance of RP increases. As the result shows, 
when the distance between RP is 3m, it could be verified that 
the scheme proposed in this paper achieves the highest 

positioning accuracy. This improved the probability of 
particle convergence by limiting the area in which the actual 
user may exist to the PSO search area. 

TABLE III.  COMPARISON OF PROCESSING TIME OF EACH SCHEME 

  

Table 3 shows the algorithm processing time of each 
scheme. First, the kNN-PSO scheme and MLE-PSO scheme 
proposed in this paper have the longest processing time. It can 
be confirmed that this is related to the time required for the 
PSO algorithm to converge. In the case of Wk-NN, it can be 
confirmed that the PSO scheme achieves a shorter processing 
time than the above two methods in a way that is not applied. 
In the case of DNN, when learning is completed in the offline 
stage as one of the supervised learning models, it can be 
confirmed that the time required for the user's position is the 
shortest in the online stage. However, since all four schemes 
may complete the positioning within 1 second, it is judged that 
the positioning will not be a problem. 

 

V. CONCLUSION 

In this paper, a study was conducted to improve the 
positioning accuracy of users in the indoor environment 
suggested by 3GPP. It is based on WiFi communication and 
uses a fusion of fingerprinting, k-NN, and PSO algorithms to 
locate the user. Through the simulation results, it was 
confirmed that the positioning accuracy varies according to 
the size of the fingerprinting database built in the offline stage 
and the k value in the k-NN algorithm. In this paper, it was 
confirmed that the highest positioning accuracy was achieved 
when the distance between RPs was 3 m and the k value was 
4. In the future, research is planned to improve the positioning 
accuracy through optimization of the PSO algorithm. 
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Abstract—In this paper, in order to improve the 
error rate that occurs when Automatic Speech 
Recognition (ASR), one of the technologies widely 
applied in the field of speech recognition, is applied 
to Chinese, the study results on how to improve the 
Chinese recognition error rate by proposing a 
model to be added are described. As a result of 
testing by applying the xlsr-53 data set based on the 
Wav2vec2.0 model, it was confirmed that the 
Chinese recognition rate was improved.  

Keywords—ASR Model, Word lexicon, Chinese 
speech recognition, Wav2vec 2.0 

 

I. INTRODUCTION  

 

With the development and dissemination of speech 
recognition technology, much attention is paid to 
improving the accuracy of speech recognition results. 
Various methods have been proposed to improve the 
accuracy of speech recognition, but there are still errors 
that need to be improved, such as homonyms and 
misrecognition, in order to be introduced into an expert 
system. A recently widely used technology in the field 
of speech recognition is automatic speech recognition 
(ASR). ASR is a technology that automatically executes 
the process of receiving voice input and outputting it as 
text. 

In the past, experts directly adjust each parameter of 
the acoustic model (AM), the lexicon (Lexicon), and the 
language model (LM) using HMM (Hidden Markov 
Model) models and perform voice recognition. come. 
However, deep learning technology, which has recently 
been attracting attention in speech recognition, has 
enabled end-to-end learning that learns a target result 
(output) from data (input) without a separate 
intermediary [3]. 

Despite the advantage of being able to output a 
model that optimizes all parameters from start to finish 
just by putting it into a deep learning model, this method 
also has limitations. This method showed better 

performance when a large amount of data was given as 
input data, especially when labeled data was given as 
input data. However, it required a lot of labor, time, and 
work to create a labeled data set, which became a very 
difficult problem for researchers. 

Fig. 1. Comparing with Traditional Method and Deep Learning 
Method 

To solve the problem that requires a lot of labeled 
data, Facebook proposed a new voice recognition model, 
Wav2vec 2.0, in June 2020. The Wav2vec 2.0 model, 
which uses self-supervised learning and shows high 
accuracy even with a small amount of label data, is 
currently being actively used in the field of automatic 
speech recognition (ASR). It is mainly used in the form 
of fine-tuning the pre-trained wav2vec 2.0 model in the 
subject you want to apply.  

This paper describes the research results on the 
improvement of the error rate that occurs when 
automatic speech recognition (ASR: Automatic Speech 
Recognition) is applied to Chinese. Basically, the 
wav2vec 2.0 model was used, and a method to improve 
the Chinese recognition error rate was proposed by 
adding Pinyin, the Chinese pronunciation symbol, to the 
Word Lexicon. And by applying the xlsr-53 data set, an 
experiment was performed to check whether the 
Chinese recognition rate was improved, and the 
experimental results were analyzed. 
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II. OVERVIEW OF SPEECH RECOGNITION 

TECHNOLOGY 

 

A. Before emergency of the Deep learning 

Traditional speech recognition technology has been 
developed based on statistics, and a representative 
model is the HMM-based model of Figure 2 using the 
Hidden Markov Model. 

 

 

Fig. 2. Speech Recognition system structure using HMM Model.[1]  

In the past, the speech recognition system was 
divided into three main parts: an acoustic model (AM), a 
lexicon (Lexicon), and a language model (LM). Unlike 
other data, voice data may include a variety of 
information in one input. This is a very attractive part 
because it can include various data such as the 
speaker's speech characteristics, intonation, 
surrounding environment, and speech space as well as 
the speech content, but it has a big difference in that it is 
continuous unlike other data.  

 

B. After emergency of the Deep learning 

 However, in modern times, a lot of data has been 
generated due to the development of the Internet and 
various electronic devices, and it was expected that 
voice patterns could be easily found based on a large 
amount of data. At that time, the deep learning technique 
advantageous for pattern matching became a big issue 
at the time, and we will try to apply it to the field of 
automatic speech recognition. Through several data 
preprocessing processes, it was possible to visualize the 
voice data with the characteristics of the waveform data 
and analyze the pattern. After applying the deep learning 
technique in the previous step, which obtained the loss 
in each of the existing three steps, the three processes 
are combined to make into one loss. 
 The data preprocessing process for converting 
voice data into visual data that can find patterns was 
somewhat complicated, but in the end, the input voice 
data was Fourier transformed and expressed as a 
frequency spectrogram, which is then weighted to a low 
frequency band similar to human speech frequency. It is 
possible to image using the vector value converted to 
Mel-spectrogram. 
 

III. DEEP LEARNING BASED ASR MODEL 

 

Recently, along with the development of the deep 
learning technology mentioned above, research to apply 
the deep learning technology to automatic speech 
recognition is being actively promoted. The 
representative ASR basic structure that takes an end-to-
end format by integrating the existing three steps into a 
decoder by applying deep learning technology is the 
‘Encoder-Decoder’ model shown in Figure 3. 

 
A. Encoder – Decoder (Sequence to Sequence) 

The basic structure of the encoder-decoder model is shown 
in same as Figure 3 The encoder compresses and expresses 
the input voice data, and the decoder plays a role in converting 

the compressed voice data into text. The encoder receives 
data and compresses information into a single vector. 
This compressed vector data is called a context vector, 
and the decoder converts the context vector back into 
text data format. Whenever an encoder receives a value, 
it is stored in the context vector. When new data is input, 
it is accumulated in the context vector and input and 
stored. After going through this process, at the end, the 
context vector accumulates and stores all input data 
before. If the input value is excessively generated in the 
context vector, the encoder compresses the input 
information and converts it into a fixed-length vector. 
Finally, the encoder result is stored in a context vector 
named h. 

Fig. 3. ASR and basic structure of Encoder – Decoder Model.  

 
The decoder converts the above context vector into 

an RNN-based language model (LM). Decoder is a 
value that comes out through the RNN-based model 
(usually LSTM) and the softmax function. (LSTM model 
- Affine layer - Softmax layer // Affine layer: This is a 
network that receives the hidden state as an input and 
outputs the number of classifications.)  
However, the encoder-decoder structure of seq2seq has 
a limitation in that the performance deteriorates when 
the input data becomes long, as mentioned in the above 
encoder structure. If the encoder does not effectively 
compress the input data, it may not include all of the key 
information, resulting in a decrease in accuracy. 
Therefore, the attention mechanism was used to 
compensate for this problem when compressing the 
input data, and it shows a very improved result. 

 

B. Self-supervised Learning 

In the case of speech recognition, in particular, the 
amount of labeled correct answer data was very small, 
which caused many difficulties. In the case of voice data, 
the acoustic data and the language model match well, 
so that the text similar to the correct answer data as 
much as possible matches the align. The self-
supervised learning method has solved this problem, 
and the initial model applied to the ASR field is the CTC 
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model. However, although CTC was meaningful in its 
early attempts in the speech domain, it did not deal with 
speech recognition as a major topic.[5] Subsequently, 
an initial version of wav2vec was introduced, which was 
a model that specialized in applying CTC to voice [6]. In 
another method, the VQ wav2vec model [6), BERT's 
MLM pre-training was introduced into the voice by 
adding a quantization module. The model based on the 
existing CTC method receives voice data continuously, 
but the biggest difference is that the model receives it 
discretely.  
 Lastly, the Wav2vec 2.0 model [7] is a voice 
recognition specialized model that applied deep learning 
technology announced in 2016 by Facebook. The 
Acoustic Model stage, which implements the 
wavelength data unique to voice as a Mel-Spectrogram 
that can be recognized by humans with the end-to-end 
technique, and the Language Model stage, which 
manages the decoded text data as an output result It is 
a model implemented by combining . This model is 
similar to the VQ wav2vec model, but it is different from 
the existing method in that it supplements the 
quantization module and changes the structure to 
enable end-to-end learning. In the case of the 
Wav2vec2.0 model, which is based on self-supervised 
learning, it is a model that shows good learning 
performance even with a small amount of labeled correct 
answer data, unlike the models that previously required 
a large amount of labeled data. Labeled data is pre-
trained, and unlabeled data is fine-tuned. 

And in December 2020, Facebook announced 
XLSR-Wav2vec 2.0 Unsupervised Cross-lingual 
Representation Learning using a multilingual dataset 
called xlsr-53 on Facebook. [10] As a result of this study, 
the learning process was simplified by learning without 
using a language model (LM), but the error rate was 
increased. That is, in the case of the end-to-end learning 
method including the existing Wav2vec 2.0 model, 
unlike the traditional voice recognition, phoneme-
mediated training and the Lexicon dictionary are omitted. 

 

IV. PROBLEM STATEMENT AND PROPOSAL 

 
Various studies related to speech recognition have 

been actively carried out, but research on 'English' is 
mostly. English is the most used language in the world, 
and since the language system has a relatively simple 
structure of 26 alphabets, it has the advantage of having 
a structure that is easy to directly experiment with 
theoretical models. In particular, in the case of a model 
using deep learning, a large amount of data is required, 
and since it is easy to experiment with a relatively simple 
language system, English is overwhelmingly more 
common than other languages. Therefore, even if the 
published speech recognition model is applied to other 
languages such as Korean or Chinese and attempts to 
verify the recognition result, the data set is insufficient. 
In particular, in the case of Korean and Chinese, the 
number and amount of publicly available labeled data 
that anyone can use for model validation are small. 
Although the multilingual data set called xlsr-53 provided 
by Facebook is insufficient, it provides data that can 
conduct speech recognition research on Chinese to 
some extent. 

 The Wav2vec 2.0 model is recognized as a good 
model that shows high performance in speech 
recognition research using deep learning, and is 
currently a universally used model in the automatic 
speech recognition (ASR) field. If this is not sufficient, 
there is a limit to the study of speech recognition for the 
corresponding language. In other words, although a 
small amount of labeled data shows good performance, 
the more high-quality labeled data is used, the better the 
speech recognition accuracy is. Considering this 
environment, this study proposes a model that can 
improve the error rate even when using a small amount 
of dataset in Chinese speech recognition, and analyzes 
the speech recognition results according to the 
proposed model.  

Many studies have already been published 
confirming that the performance of automatic speech 
recognition is improved when the vocabulary dictionary 
is well constructed in speech recognition [8]. However, 
there are few studies that have actually investigated the 
correlation between recognition rates using official 
phonetic symbols approved by the state. 

In the case of Chinese, since it has quite a lot of 
characters, there are not only officially designated 
phonetic symbols, but also the official Chinese 
pronunciation added to the Word Lexicon for Chinese, 
which is a language designated in the form of the English 
alphabet. We analyzed how pinyin, the symbol, affects 
the accuracy of speech recognition. 

In this study, as described above, the Wav2vec2.0 
model [4], which is the most widely used among the 
models applying deep learning in the automatic speech 
recognition (ASR) field, was used. The step of referring 
the Lexicon dictionary to the existing Wav2vec2.0 model 
was added as a post-processing concept after the 
acoustic model (AM). suggested.  In order to verify the 
performance of the proposed model, it is necessary to 
compare the performance with the existing model under 
the same conditions, so the error rate was compared 
and analyzed using the pre-trained wav2vec2.0. 
 

V. EXPERIMENT 

 

A. Experiment Environments 

In this study, ‘Fairseq’, that is, the Wav2vec2.0 model 
announced by Facebook, which was published on 
github, an open source code community site, is used as 
an automatic speech recognition model. In addition, the 
data set used for the experiment used 50 hours of 
Chinese data from the xlsr-53 multilingual package for 
53 languages provided on github. The Chinese data set 
used contains 7,176 sentences and 169,193 words.  

As the development environment for this experiment, 
two NVIDIA GPU RTX Quadra 8000 GPUs and 64 CPU 
cores were used. Also, as a result of performing some 
experiments using the virtualized GPU resources 
provided by Google's CoLab environment, there was no 
particular difference from the experiments in the local 
environment. 

B. Establishment of experiment model 

As shown in Figure 4, the model proposed in this 
paper to improve the speech recognition error rate is 
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based on the existing Wav2vec 2.0 model and presents 
an improved structure by adding Chinese phonetic 
symbols to the vocabulary dictionary. In addition to the 
vocabulary existing in the existing language model stage, 
as shown in Figure 6 below, In addition to the vocabulary 
existing in the existing language model stage, as shown 
in Figure 6 below, a total of 398 phonetic symbols that 
combine 23 

 

Fig. 4. Proposed Model – Add a pronounciation symbol ‘Pinyin’ put 
in  Language word dictionary. 

 
Chinese consonants and 35 vowels are included in 

the vocabulary dictionary. Chinese phonological rules 
can be broadly divided into falsification (變調), light tone 

(轻声) and ‘Er-hwa’ (儿化). In Chinese, each syllable is a 

unit with a meaning, so there is almost no phenomenon 
in which the sound changes as in Korean. (9) Therefore, 
it can be said that the method of putting all combinations 
following the alphabetical formula in the vocabulary is an 
effective method in reducing the error rate. An example 
of adding phonetic symbols to the vocabulary is shown 
in Figure  5.  

Fig. 5. Chinese pinyin Consonant vowel combination table [12] 

Figure 5 shows all Chinese alphabets with phonetic 
symbols, and syllables that cannot be pronounced or are 
not used are not marked. In the case of this material, it 
has the name ' 小學漢語拼音音節表 ', and it is a 
pronunciation chart certified by the Ministry of Education, 
a national institution of China, and is actually a 
pronunciation symbol taught in the elementary 
education course.  

In addition, considering the characteristic that tones 
are attached only to vowels as a characteristic of 
Chinese language itself, a combination table was 
created by inserting the numbers 1, 2, 3, 4, meaning 4 
Chinese characters, after all vowels. Therefore, the 
entire combination was trained to refer to a total of 1,592 

existing pronunciation possible combinations, 398 × 4 
adults. Unlike Korean, which belongs to an agglutinative 
language, in which parts of speech are changed by 
adding an additional proposition, Chinese has the 
characteristic of language isolate that parts of speech 
change depending on location. In other words, there is 
less articulation change, which is a change in 
pronunciation, compared to English or Korean.  

Data pre-processing and feature extracted vector 
values are obtained from the waveform form, which is 
the first raw data, and the vector value with the highest 
probability can be finally output as text by referring to 
Lexicon. 

Fig. 6. Example of Chinese pinyin Lexicon.   

 

C. Experiment result 

 In the previous study [10], when the wav2vec2.0 
model was run for 1 hour using the xlsr-53 data set, the 
error rate (PER: Phoneme Error Rate) was reported to 
be 18.3%. In addition, as a result of running the existing 
model on its own using the given experimental 
environment, the PER was measured to be 18.8%, and 
the sub error rate generated by the synthesis was 
measured to be 12%. The result of running the model in 
which Pinyin, the Chinese phonetic symbol, is added to 
the lexical dictionary proposed in this paper in the same 
environment is shown in Table 1.  
 
Table 1. Table of adding pronounciation symbol in dictionary result 

 

As can be seen from the results of this experiment, 
the recognition error rate was measured to be 14.6%, 
confirming that the error rate was reduced. Also, the rate 
of sub error was reduced to 8.2%. This result means that 
the error rate due to misrecognition can be reduced 
when automatic speech recognition is executed by 
including phonetic symbols (that is, pinyin) in the lexical 
dictionary. 

VI. CONCLUSION 
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In this paper, we conducted a study on how to 
improve the error rate of Chinese speech recognition 
using the Wav2vec 2.0 model, which is a representative 
automatic speech recognition model published by 
Facebook. Based on the Wav2vec 2.0 model, a kind of 
post-processing was performed so that the lexicon can 
be additionally referenced after the acoustic model (AM). 

As a result of the experiment, adding Chinese 
pronunciat 
-ion information to the lexicon of the existing model 
reduced the speech recognition error rate. was 
meaningful in the study. In this study, the xlsr-53 data 
set was used to analyze the improvement of the error 
rate of Chinese speech recognition, but the provided 
data set is relatively scarce compared to English, etc,. 
so it is thought that there is a limit to improving the error 
rate. In the future, it is expected that more improved 
results can be obtained if a richer data set is secured 
and the proposed model of this study is applied to 
training. 
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AbstractÐData-driven machine learning is considered a means
to address the paramount challenge of timely fault diagnosis in
modern and futuristic ultra-dense and highly complex mobile
networks. Whereas diagnosing multiple faults in the network
at the same time remains an open challenge. In this context,
the data sparsity is hindering the potential of machine learning
to address such issues. In this work, we have proposed a data
augmentation scheme comprising Pix2Pix Generative Adversarial
Network (GAN) and a customized loss function never used
before, to address the data sparsity challenge in Minimization
of Drive Tests (MDT) data. Our proposed unique augmentation
scheme generates images of MDT coverage maps with Peak
signal-to-Noise Ratio (PSNR) and Structural Similarity Index
(SSIM) values of 25 and 0.97 respectively, which are significantly
higher than those achieved without our customized loss function.
The performance of data augmentation scheme used is further
evaluated with a Convolutional Neural Network (CNN) model
for simultaneously detecting most commonly occurring network
faults, such as antenna up-tilt, antenna down-tilt, transmission
power degradation, and cell outage. The CNN applied on the
data generated from the 1% of the MDT data with the proposed
augmentation scheme has lead to a gain of 550% in the detection
of all classes, including the four faults and cell with normal
behavior, as compared to when it is applied on the data generated
without our customized loss function.

Index TermsÐGAN, ZSM, Fault diagnosis, Automation, Ma-
chine Learning, Deep learning, Wireless cellular networks.

I. INTRODUCTION

Network Performance Management(NPM) has always been

a strenuous job highly dependent on skilled human resources.

Network operators spend a significant share of their OPEX on

NPM. But with the emergence of contemporary and futuristic

technologies aka 5G, beyond 5G (B5G) and 6G, it has become

essential to automate the functions of NPM. 3GPP introduced

Self Organising Networks (SON) for automating network

operations grouped in three main categories of self-healing,

self-configuration, and self-optimization. The research on SON

has lead to significant progress made so far in automating

network operations in 5G, and it also provides the ground

base for the projects like Hexa-X and ETSI ZSM aiming

on Artificial Intelligence (AI) driven automation in B5G and

6G [1]. Research work on self-healing function in SON has

set the premises for the automated NPM by introducing the

concept and solutions for the automation of fault detection

and diagnosis. AI equipped SON heavily relies on data-driven

machine learning for the automation of network operations.

An important and equally challenging task of NPM in

emerging and futuristic networks is automating the detection

and diagnosis of cells facing some type of technical issues.

Thanks to 3GPP release 10 for introducing Minimisation Drive

Test (MDT) that enabled network operators to collect key

data from users’ equipment, rather than conducting drive test

incurring too much operational cost and unnecessary delays.

MDT data and machine learning can help in devising solutions

for the automation task here but the sparsity of MDT data

limits its potential. There exist different approaches like in-

painting techniques and machine learning based models that

can help in addressing data sparsity. They all have there pros

and cons. But one machine learning tool recently developed,

Generative Adversarial Network (GAN), has gathered the

much attention of the researchers for its performance and

efficacy in applications like addressing data sparsity.

Different GAN architectures proposed in recent research

mostly aim at image-based applications like image completion,

image super-resolution, image transformation, etc. But these

GAN are proved to be very effective for such tasks as address-

ing data sparsity in the form of image completion. The key

advantage of GANs is that, instead of just creating copies or

averaging out values, they learn the data distribution patterns

and create the new samples from those distributions. The

newly generated samples are similar but not the same as the

original ones. This little variance in the GAN generated data

samples can reflect the real-world variations in the outcomes

of the same network deployment schemes.

In this article, we propose a novel scheme for automating the

detection of multiple commonly occurring network faults from

the sparse MDT data. To the best of our knowledge, it is the

first time that GANs are used to address sparsity challenges in

mobile networks MDT data, presented as images, for detecting

multiple faults in the network. The contributions we have made

in this study are summarised as follows:

• We have introduced a Pix2Pix GAN-based unique data

augmentation scheme to address data sparsity in MDT

reports. The proposed scheme can generate a complete

coverage map from the 1% data.

• We have introduced our own customized perceptual loss

function, never used before, that has increased the per-

formance of the GAN model manifolds.

• We have introduced a CNN model that can successfully

318978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



(a) Transmission power (b) Cell outage (c) Antenna up-tilt (d) Antenna down-tilt (e) Normal coverage

Fig. 1: Signatures of normal coverage and different network faults

detect multiple faults in the network even in sparse data

and yields manifold gain for the detection of multiple

faults on the data augmented with our proposed scheme.

The rest of the paper is organized as follows. The Section II

offers a survey on state-of-the-art. Section III provides a brief

description of data generated from the simulator. Section IV

discuss the methodology adopted for the data enrichment and

fault diagnosis. Section V presents discussion on the results

and Section VI concludes the study.

II. RELATED WORKS

There are many studies that propose schemes and solution

for cell outage detection [2], [3] and many of them take it as

anomaly detection problem. But, there are very limited studies

that focus on the detection of other network issues than the

cell outage,that may cause sub-optimal performance in specific

cells in the network. The studies on the diagnosis of such faults

are even rare [4]. Whereas the detection of multiple faults,

instead of just one single fault, is still an open research issue.

One of the such studies is [5], where the authors have applied a

semi-supervised learning scheme on real network Call Detail

Record (CDR) data for grouping cells into multiple classes

based on their performance. They have detected and diagnosed

cells with sub-optimal performance and identified reasons of

sub-optimal performance. But this study used CDR data form

real network and rely on the input from the expert for the

labelling of cells based on their performance, and presents

only broad level network performance issues.

In a recent study [4] authors have proposed solution for

the diagnosis of commonly occurring multiple faults such as

site outage, transmission power, antenna up-tilt and antenna

down-tilt. In addition to issues addressed in [4] authors in

study [6] have introduced solution for diagnosing even more

advanced network issues like Too Late Handover (TLHO),

Inter-Cell Interference (ICI), and Cell Overload (CO). But

main bottleneck of these two studies is, they are using com-

plete coverage map generated from simulators. Whereas in

the real network data points are very sparse. But the aspect

of addressing data sparsity for the NPM management tasks is

missing in literature.

Recently GANs have been very popular as a tool for data

augmentation and have been used for diverse applications.

Most popular applications of GANs are image based, like

for image generation, image to image translation, image

super-resolution, semantic segmentation etc., [7]. For images,

two main application of GANs have been image quality

enhancement and image completion. GANs have been used

to successfully generate complete images from the incomplete

images [8] and improve the resolution of the images [9].

The same concepts can be applied in our case for generating

complete MDT network coverage map from the incomplete

coverage map. This approach has potential to address the data

sparsity issue in MDT reports.

III. DATASET DESCRIPTION

In this study for the MDT data generation, we have used At-

tol, an RF planning software capable to generate real scenario

data. To make sure that the data generated is close to real-

world network data, we have considered network topology and

parameters from a real mobile network operator in Brussels.

Besides that the network is also simulated over an area in

Brussels, Belgium considering 15 types of clutters based on

different terrain and environmental profiles. The simulated

network comprises 24 sites (macrocells) and 72 transmission

antennas (cells), with 3 antennas deployed on each base

station, overall covering an area of 15 km2. Detail about the

network parameters used is listed in Table I.

Using that simulation environment, from the MDT reports

we have generated SINR based network coverage map of 72

cells with 68 cells performing normally and four randomly

selected cells are induced with any of the four faults listed

below. Samples of the each possible status of the cells are

shown in Figure 1. The color range from green to red present

TABLE I: Network parameters used for MDT data generation

Network Parameters Values

Propagation Model Aster Propagation Model (Ray-tracing)

Maximum transmission power 43 dBm

Cell individual offset (CIO) 0 dB

Antenna tilt 0

Antenna gain 18.3 dBi

Carrier frequency 2100 MHz

Network layout 24 Macrocell BS

Simulation area 15 km2

Transmitters (sectors) per BS 3

Base station height Actual site heights

Clutter types 15 classes

Geographical information
Digital Terrain Model (Ground heights)
Digital Land Use Map (clutter classes)
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Fig. 2: Process flow diagram for MDT data augmentation and classification of multiple faults

poor to good SINR values in the network. In total 22,864

coverage map images are generated.

• Low Transmission Power (LTP): Maximum transmission

power of a normally functioning cell is 43 dBm. But,

based on common experience in the industry, here we

have reduced it to 25 dBm.

• Cell Outage (CO): In this type of issue cell is not func-

tional at all, it can be caused by transmitter deactivation.

• The antenna is tilted by an angle of −20o from the

standard normal antenna angle of 0o.

• This fault is induced by changing the tilt value of the

simulation from 0o to 20o.

IV. PROPOSED SCHEME FOR DATA AUGMENTATION AND

FAULT DIAGNOSIS

The important steps of the methodology adopted in this

study to accomplish two main tasks, addressing data sparsity

and diagnosing multiple network faults along with a prelimi-

nary step of generating relevant sparse data images, are listed

in Figure 2 and discussed in this section.

A. Generating sparse data

One of the main objectives of this study is to address the

challenge of data sparsity in mobile networks. The sparse data

images are, therefore, generated from the complete images

of simulated coverage maps already discussed in Section III.

Since each pixel in the images is a representative of an SINR

value from a UE, therefore, to create an extreme data sparsity

scenario, for this study, we have removed 99% of the pixels

from the images that left only 1% of as much information as

present in original complete images. The original images are

resized to 256 by 256 dimensions before pixel removal for

convenience in image processing and consistency in imple-

mentation of deep learning. Since each pixel represents a user,

therefore, a complete 256 by 256 image means, the 15km2

coverage area in the image has 65,536 users and the number

of users per cell is around 910. So when we remove 99% of

the pixels then the new incomplete images have around 655

users in the 15km2 coverage area i.e around 9 users per cell

or base station BS and around 43 users per km2.

B. Generating enriched data using GAN

Next important task is developing a scheme for generating

complete network coverage map from the incomplete coverage

map images of 1% data points. For that purpose we have used a

conditional GAN architecture, Pix2Pix-GAN proposed in [10]

with cutomized perceptual loss function in [11] also used in [9]

with VGG-19 model. Pix2Pix GAN is a conditional GAN that

takes an input image x, like an incomplete network coverage

map shown in Figure 3a, along with a noise vector z, to learn

a mapping function from x to y the target image which is the

complete coverage map as shown in Figure 3b and to generate

the outcome image ŷ like shown in Figure 3c. We provide

noise only in the form of dropout, applied on several layers

of our generator at both training and test time. The dropout

noise is observed to lead to minor stochasticity in the output

of our model making generated images more close to the real

network scenarios.

Like the standard architecture of GANs, Pix2Pix also

comprises a generator and a discriminator. Where the main

objective of the Pix2Pix proposed in [10] is:

G∗ = argmin
G

max
D

LcGAN (G,D) + λLL1
(G) (1)

Where LcGAN (G,D) presents the objective function of

typical conditional GAN computed as follows:

LcGAN (G,D) = Ex,y [logD(x, y)] + Ex,z [1− logD(x,G(x, z))] (2)

Here the generator G tries to minimize this objective against

an adversarial discriminator D that tries to maximize it with

following approach: The authors in [10] included the other

part, one of the commonly used loss function, the LL1
, to
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(a) Incomplete 1% sparse data (b) Original complete map (c) Generated from the GAN

Fig. 3: Sample of images from input(left),target (middle),and output (right) in Pix2Pix GAN

compute the distance between the pixel values of generated

and target image as follows:

LcGAN (G,D) = E
x,y.z

[∥yi − ŷi∥1] (3)

However, the above MAE optimization can lead to satisfac-

torily high PSNR, but often it lacks high frequency content

which results in perceptually unsatisfying solutions. We have,

therefore, introduced a perceptual loss also known as feature

reconstruction loss which is a type of content loss introduced

in [11]. Rather than encouraging the pixel to pixel match of

the output image ŷ and target image y, we encourage GAN

to learn similar feature representations as computed by the

loss network ϕ. while processing the image x if the ϕj (x)

is the activation of the jth layer of the network ϕ and j

is a convolutional layer then ϕj(x) results in a feature map

of shape Cj × Hj × Wj . The feature reconstruction loss is

the normalized, squared Euclidean distance between feature

representations computed as follows:

ℓ
φ,j
feat(ŷ, y) =

1

CjWjHj

∥ϕ(ŷi)− ϕ(yi)∥
2

2
(4)

So in this study we have used two network functions ϕ to

compute the above perceptual loss. One ϕ is VGG-19 inspired

from [9] and the other ϕ is our own CNN network. We have

computed the perceptual loss as an additional loss to the loss

computed in equation IV-B. As a result the objective function

in our case becomes:

G∗ = argmin
G

max
D

LcGAN (G,D) + λLL1
(G) + αℓ

φ,j
feat(ŷ, y) (5)

where λ = 100 and α = 10−3 as suggested in [10] and

[9] respectively. So using the using the objective function

in equation IV-B in Pix2Pix GAN architecture proposed in

[10] we have generated the network coverage maps from the

sparse data coverage map. We have generated images using the

perceptual loss in IV-B with two network VGG and our own

network CNN separately and results for the both are compared

in the results section.

Once the images are generated from the GAN a crucial

task is to evaluate the quality of the generated images. Com-

mon evaluation metrics measure the pixel to pixel euclidean

distance which does not take the contextual or structural

information into consideration. Here we have therefore used

two popular and relevant metrics, Peak Signal to Noise Ratio

(PSNR) to evaluate the pixel to pix match and structural sim-

ilarity index measure (SSIM) to evaluate structural similarity.

PSNR and SSIM are good indicative of the image quality but

better PSNR and SSIM values not necessarily mean that the

images generated are true representation of original images.

Apart form these evaluation tools, we have majorly relied on

the performance of our classifier for the selection of images

generated by the Pix2Pix GAN.

C. Classifying multiple faults

In total around 16000 images are generated from Pix2Pix

GAN, which makes 70% of the total images generated from

the simulator. The generated images have all pixel values

and visually look similar to the original images. After the

enriched images generation, the next step is to identify the

four faults present in the network using those enriched images.

For that goal, we fine-tuned many of the popular pre-trained

models and also applied a custom CNN architecture. For the

development of the classifier, we split the GAN-generated data

into train and test data, such that 80% of the data is used for

training classifiers and 20% of the data is used for evaluation.

The classifiers are developed such that they not only predict

the four BS having any issue and type of the issue present but

also predict which BS performs normally. Hence the classifier

has 360 predicates in total, 72 cells having five possible

outcomes, performing normal, or having issues due to up-tilt,

down tilt, transmission power degradation, or complete outage.

Overall accuracy can not be the representative metrics to

evaluate the performance of such a classification scheme. Since

we are trying to predict multiple faults so it is important to

know that in how many cases(images) status of all 72 cells are

detected correctly from five possible outcomes. Here, therefore

we have used the exact match as a metric to find in how

many cases all 360 predicates are predicted correctly. Besides

that, we have also calculated the class-specific accuracy to

reflect the accuracy rate of identification of any individual

fault or normal behavior. The third factor we evaluate is the

performance of the classifier for detecting the number of faults.
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V. RESULTS AND DISCUSSION

In this section, first, we present the results produced from

the Pix2Pix GAN data augmentation scheme applied for

addressing the data sparsity. Later, the results of the multi-

fault classification scheme are presented.

A. Results of data enrichment with Pix2Pix GAN scheme

A representative sample of the images generated as the

result of the Pix2Pix model-based augmentation scheme is

shown in Figure 3c. In Figure 3, the image 3a on the left

presents the sample from the sparse data input images for

the Pix2Pix GAN scheme used for data augmentation. Images

like 3a are produced by removing 99% of the pixels from the

complete coverage maps. The image 3c on the right presents

a sample from the generated images with our proposed data

augmentation scheme. Even visually it can be seen that 3c

looks almost the same as the original complete coverage

map 3b in the middle.

Figures 4a and 4b present the PSNR and SSIM value for

the five epochs where the data generated showed the best

five performances on classifier as reflected from the Figures 5

and 6. So when we applied the VGG and our custom loss

functions in our Pix2Pix GAN models, it not only improved

the PSNR and SSIM values for data generated at each epoch

as shown in the Figures 4a and 4b but the performance of the

classifier also improved significantly as it can be seen from the

Figure 6. The histograms in Figures 4c and 4d present PSNR

and SSIM values of all images generated from the GAN model

with our custom loss function trained for epoch 40. The data

generated from this epoch yields the best performance in the

classification for the multi-fault diagnosis. It can be seen that,

here, for the majority of the images generated PSNR value

is between 22 and 27 similarly the SSIM for the majority of

images generated is between 0.96 and 0.98. It is an indicator

that the GAN has learned for features for the majority of the

(a) PSNR over best five epochs (b) SSIM over best five epochs

(c) PSNR Histogram of 40th epoch(d) SSIM Histogram of 40th epoch

Fig. 4: SSIM and PSNR for data genrated from Pix2Pix GAN
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images and there are fewer images for which GAN could not

grab the desired information.

B. Results of classification schemes

The performance of the classifiers is evaluated on the

original complete map data, sparse data (with 1% data points),

data generated from sparse data with Pix2Pix GAN using

simple reconstruction loss function (SRL-GAN data), and data

generated from Pix2Pix GAN with perceptual loss functions,

one exploiting VGG model, labelled as VGG-GAN data, and

the other with our Customized Loss Function (CL-GAN data)

based on our own CNN classifier. The results of the some

best performance predefined popular image-based classifica-

tion models using transfer learning along with the results of

our own CNN model, all on the data generated from VGG-

GAN up to eight epochs, are presented in Figure 5. It can be

seen that the CNN proposed outperforms predefined models.

The performance of the predefined model is observed to be

even more poor on the raw sparse data images, whereas CNN

could identify all the classes in around 119 samples out of

3201 test samples when trained and evaluated on sparse data.

Since CNN has shown significantly better performance as

compared to other models, therefore, further detailed results

are presented for CNN only. Figure 6 shows the performance

of CNN for correctly detecting all five classes when applied

on the detests generated with Pix2Pix SRL-GAN, VGG-GAN,

and CL-GAN. The results are presented for those five epochs

where CNN has the best five performances, 1 for the first

best and 2 for the second-best performance. Figure 6 clearly

shows that the use of perceptual loss improves the quality of

images and the performance of the classifier subsequently. By
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detecting all five classes for 72 cells in 440 coverage maps,

the use of the VGG-loss increased the exact match rate when

compared to the data generated with simple SRL-GAN where

for 368 coverage maps all classes were correctly predicted.

Our customized loss function has lead to further significant

improvement in the exact match rate by detecting all classes

in 792 images out of 3201.

Figure 7 further reflects the potential of our augmentation

and classification scheme. It shows that for the best quality

data set generated with CL-GAN, the classifier could identify

all classes including four faults in around 25% of the test

samples, whereas it could identify four and three classes in

almost 35% and 26% of the test samples. So overall it can be

seen that in around 86% of cases at least three classes could

be identified correctly. For the exact match detection rate for

all classes only, it can be clearly seen that our proposed data-

augmentation scheme comprising Pix2Pix CL-GAN, yields a

gain of around 115% as compared to data generated by SRL-

GAN and a gain of around 565% as compared to all fault

detection rate on raw data.

The detection accuracy of each individual class is shown in

Figure 8, where it can be seen that the normal cell behavior

could be detected easily even when CNN is applied on the

raw data leading to around 96% detection accuracy. The other

comparatively easily detected fault is coverage outage which

is detected with an accuracy of around 73% for the CL-GAN

data. The rest of the faults have almost the same detection rate

of around 65% for the CL-GAN data.

VI. CONCLUSION

In this study, we have presented a comprehensive scheme

comprising a unique data augmentation method for addressing

data sparsity and a classification model to diagnose multiple

faults in the network. As part of the data augmentation scheme,

we have introduced a customized perceptual loss that helps

a Pix2Pix-GAN model generate images of high quality with

PSNR and SSIM values of around 25 and 0.97 respectively. We

have evaluated the performance of our augmentation scheme

using a CNN model that yields a gain of 550% in the

detection of all five classes, including four faults as compared

to when it is applied on the sparse data sample with 1% of

the information available. Our proposed scheme can not only

help in addressing the data sparsity challenge in MDT but

also provides a solution for the multiple-fault diagnosis an

important task in network performance management.
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Abstract: Currently, we are entering the wearable 
internet era. It is easy to find network access points (APs) 
in today’s world. APs can be useful for more than just 
connecting to the internet. The waveform of WiFi signal 
changes when there is a person or human action 
between the two APs. In previous studies, we described 
how changes in waveforms affect the channel state 
information (CSI) of a signal and how machine learning 
can use this information to recognize and predict human 
behavior. In this study, we present points that can be 
improved on the previous study and the solution to 
filter the information. Preprocessing is one method for 
increasing performance. We found that using principal 
component analysis (PCA) reduced the processing time 
by 50% when classifying some classes. General–purpose 
PCA is useful for classifying data by reducing its 
dimensions. 

Keywords: LSTM; CSI; PCA; Wearable device; RNN; 
Smart Home; Smart device; 

I.  INTRODUCTION 
With recent advancements in the Internet of Things 
technology, mobile devices are receiving WiFi signals in 
many places moving around the city. 
It is not a good idea to waste Wifi access point (AP) 
signals, which could be useful for many things. Network 
AP transmits channel state information (CSI), which 
contains information from Wifi signals. We can use and 
advance this information to develop many skills. This CSI 
shows the distribution channel path of transmitted 
signals. They can be reflected or diffracted by objects such 
as buildings and vehicles. 
Therefore, there is a problem with hardware noise or 
weak signal fading of the signal. Using off-the-shelf 
network interface cards (NICs) that were not designed to 
measure CSI introduces hardware-induced noise. 
Additionally, predicting through these signals takes a 
significant amount of time and money, which can save  

 
time and money by reducing dimensionality using 
principal component analysis (PCA), which is one of 
many data filtering techniques. 
We used two Intel WiFi Link 5300 wireless NICs to extract 
CSI data and the transceiver used three antennas to 
receive the WiFi signal. If there is a person between the 
sending and receiving locations, the transmitted WiFi 
signal will be reflected and the information will be 
extracted differently. Previously, the signal was 
transmitted over a new path from a transmission location. 
The CSI of the receiving antenna has unique 
characteristics in the following structure. 
A∈C^(N_sa×N_sc×N_tx×N_rx ), where N_sa and N_sc 
are the number of sampled WiFi packets and the number 
of subcarriers, respectively. N_tx and N_rx are the 
numbers of transmitting and receiving antennas, 
respectively. In our setup, N_sc = 30, N_tx = 3 and N_rx = 
3. 
At each sampling timestamp, we can use the CSI as a 
multichannel tensor (a_i∈ C^(30×3×3), i ∈[1,N_sa]) to 
extract features from the data for machine learning. In this 
study, we use PCA filtering to develop a model capable 
of recognizing human behavior using long short-term 
memory (LSTM). 
Unfiltered CSI data contains noise that is not required for 
human behavioral perception. Because the globe contains 
many objects in various environments, noise occurs 
because of the absence of hardware responsibility. We 
must increase the performance so that we can use these 
technologies in a practical environment using data 
preprocessing and filtering to ensure that the model has 
more performance for changes in surrounding objects. 
Chapter 2 of this study describes the results and 
limitations of previous study topics. Because real-world 
WiFi channel state information-based human activity 
recognition and prediction (reference) experiments are 
conducted in a controlled environment, accuracy and 
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recognizing of activity speed cannot be guaranteed in 
various situations. 

Chapter 3 covers the PCA used and how it reduces 
time to recognize human activity and compares the 
previous research performance. 

Finally, Chapter 4 explains technical limitations and 
a discussion. 

II. PREVIOUS RESULT AND LIMITATION 

A previous study (Kim, 2021) demonstrated that 
deep learning methodology is used for human behavior 
recognition. [1] Figure 1 shows a misclassification table 
indicating that the model is greater than 95% accuracy. 
The advantage of using deep learning over traditional 
machine learning is that deep learning can discriminate 
between a wider range of activities and is more changes-
resistant or surroundings. 

However, using LSTMs without preprocessing may 
cause the machine unable to train noise in real life or learn 
properly when a noise occurs. 

In a large building’s room rather than a small 
building’s room, the signal dataset was not sufficient to 
extract features. Furthermore, it cannot capture noise 
properly or generate CSI that captures and removes 
unnecessary data because the NIC used in this 
experiment was not originally designed to collect CSI. 
There are two methods for increasing the accuracy of the 
deep learning model and the training speed of the data. 
The first step is to increase the size of the training dataset. 
The second is to preprocess the data to transform the data 
before training. In this study, we focus on filtering the 
dataset to minimize noise and extracting new features to 
improve the training speed. 
 

 Walk Empty Sit down 
Accuracy 93(%) 100(%) 97(%) 

Figure 1 

   

III. METHODOLOGY 

3.1. Principle Component Analysis 

PCA is a statistical procedure that uses an orthogonal 
transformation to convert a set of observations of possibly 
correlated variables into a set of values of linearly 
uncorrelated variables known as principal components. 
Therefore, it can be used to reduce dimension or for noise 
filtering. If there are n observations with p variables, the 

number of distinct principal components is min (n-1, p). 
This transformation is defined in such a way that the first 
principal component has the largest possible variance 
(that is, accounts for as much of the variability in the data 
as possible), and each succeeding component has the 
highest variance possible under the constraint that it is 
orthogonal to the preceding components. The resulting 
vectors form an uncorrelated orthogonal basis set. PCA is 
sensitive to the relative scaling of the original variables. 
The PCA method has been mentioned in many studies, 
such as Keystroke Recognition using Wifi 
signals [2], understanding and modeling of WiFi signal-
based human activity recognition [3], and wireless signal 
denoising model for human activity recognition [4]. 
Specially, we get data CSI filtering technic from Wifi 
related data with PCA in this study [5]. 
Figure 2 plots the amplitudes of CSI time series of four 
different subcarriers. The figure shows that all subcarriers 
show correlated variations in their time series. The 
subcarriers that are closely spaced in frequency show 
identical variations, whereas the farther subcarriers in 
frequency show nonidentical changes. Despite 
nonidentical changes, a strong correlation still exists even 
across the subcarriers with vastly different in frequencies. 
Human activity recognition system leverages this 
correlation and calculates the principal components from 
all CSI time series. 
It then chooses those principal components representing 
the most common variations among all CSI time series. 
 
 
 

 
Figure 2. Correlated variations in subcarriers. 
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Figure 3. Sitdown 

 
Figure 3 shows how the PCA is working visually by 
reducing dimensions and extracting the principal 
component. Figure 3(a) shows an original dataset and 
Figure 3(b) shows a principal component after processing. 
To get the principal component, from dataset X, let us 
define the principal component , such that, we must 
maximize the variance. 
 
  =  max‖‖ {()}  (1) 

 
  is the matrix of basis vectors, one vector per column, 
where each basis vector is an eigenvector of the 
covariance matrix. 
In Figure 4, the linear function is a basis vector, and blue 
spots are the dataset X, so  means the variance of 
the projected vector, which finds the basis vector that 
maximizes the variance, then projects the dataset into a 
basis vector and is the principal component. 
 
To calculate further components, the kth component can 
be found by subtracting the first k − 1 principal 
component from X: 
  =  − ∑    (2) 
 
 

 
Figure 4. PCA 

 subtract this value from the dataset and then find the principal component again.   =  max‖‖ {()}  (3) 

 
 
From the dataset X, subtract fractures that are already 
extracted, and find a kth component out of it. Then, the 
kth component can be found. 
The result below shows that applying just PCA in a 
general case might cause significant loss of information in 
the wave and cause poor accuracy. 
However, there is one benefit to using PCA, which is 
decreasing computational complexity. In a situation such 
as intrusion, which only requires two classes can keep the 
accuracy high enough. 
  

 default PCA processed 
Accuracy 

( 4classes) 
90 72 

Accuracy 
( 2classes) 

90 87 

 
 

Figure 5. Accuracy Result 
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IV. CONCLUSION 

PCA is a feature extraction algorithm that uses 
orthogonal transforms. The orthogonal transform 
reduces the dimensions to obtain the principal 
components. The main benefit of using PCA is reduced 
processing time. However, this method has a significant 
disadvantage in terms of accuracy. However, this method 
can be useful for recognizing some classes in hardware-
constrained environments. For example, you can quickly 
check whether there is a person in a certain space, or 
whether action can be classified. 
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Abstract—Automated guided vehicles (AGVs) are an essential 

component for automation fulfillment centers, a kind of 

warehouse. Efficient control of the AGV leads to easier 

management of inventory in the fulfillment center. To increase the 

productivity of various warehouses including fulfillment centers, 

we propose a Multi-Agent Reinforcement Learning (MARL)-

based algorithm for cooperative control of AGVs. The proposed 

algorithm is based on a popular cooperative MARL algorithm, 

and utilizes an additional technique for path control of AGVs to 

distinguish the sacrifices of each agent and compensate them 

accordingly. We evaluate the proposed algorithm in comparison 

with a basic MARL algorithm on two fulfillment center layouts 

and provide further insight via the visualization of the results. 

Keywords—AGV, Warehouse, Optimal Route, Deep Learning, 

Reinforcement Learning, MARL 

I. INTRODUCTION

The growth of e-commerce has caused many changes in the 
logistics market, and many companies have introduced 
fulfillment services to meet customer needs. In the online 
distribution industry, fulfillment service is a series of processes 
of picking, packing, and shipping products from warehouses to 
the customers according to their orders. These processes not 
only satisfy the needs of customers quickly, but also have many 
advantages for companies, such as delivery agency, inventory 
management, security, and fire insurance. Within the fulfillment 
center, systematic management is essential because numerous 
inventories must be moved in real-time. 

The tasks performed in the fulfillment center such as picking, 
packing, and shipping can only be done by humans. However, 
simple transport of inventory is not dependent on humans, as 
automated guided vehicles (AGVs) can easily move heavy 

inventory. Therefore, they are essential components for 
automation fulfillment centers, and their coordinated control 
leads to efficient management of inventory and increases 
warehouse productivity. 

Meanwhile, most real-world problems including the multi-
AGV warehouses occur when many entities cooperate or 
compete with each other rather than a single entity [1]. Multi-
agent reinforcement learning (MARL) has achieved good results 
in various fields as in [2-4] and has three major frameworks: (1) 
fully centralized learning, which is a general framework utilized 
in single-agent reinforcement learning, but it has a fatal problem 
that the action space increases exponentially as the number of 
agents increases, (2) conversely, fully decentralized learning, 
which does not have the disadvantage of increasing the action 
space, but the non-stationarity problem is further exacerbated by 
the lack of communication between agents, and (3) centralized 
training with decentralized execution (CTDE) [5], which 
combines these two frameworks well, eliminates those two 
drawbacks and is suitable for decentralized systems. 

In this paper, we adopt the CTDE framework-based MARL 
to increase productivity by systematically controlling the path of 
numerous individual AGVs moving autonomously within the 
AGV warehouse. To this end, we formulate the multi-agent 
environment modeled by the AGV warehouse as a decentralized 
partially-observable markov decision process (Dec-POMDP) 
[6]. In addition, we present state and observation representation, 
action representation, and reward function along with a 
description of the modules constituting the system and an overall 
scenario. The algorithm proposed in this paper has the ability to 
recognize the contributions or sacrifices of individual agents. 
Experiments are presented with results for three metrics and we 
provide further insight via visualization of the results. 
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II. RELATED WORK 

A. Automated Guided Vehicles in Warehouses 

The Amazon Robotics, formerly Kiva Systems, deals with 
resource allocation problems including decision making under 
uncertainty, robot path planning, and scheduling in the AGV 
warehouse. Fortunately, they provide a natural multi-agent 
AGV warehouse scenario for coordinated autonomy and 
decentralized decision making in [7]. The insights in [7] have 
encouraged research across various fields, among them we focus 
on deep reinforcement learning. The path planning problem of 
multi-AGV can be interpreted in various ways and a lot of 
algorithms have been proposed as in [8-10]. Recently, studies to 
control the path of multi-AGV in real time by applying 
reinforcement learning are being attempted, achieving good 
results that outperform traditional algorithms [11-12]. To the 
best of our knowledge, there are no papers that have studied path 
control or path planning of multi-AGV using multi-agent 
reinforcement learning. 

 

B. Multi-Agent Deep Reinforcement Learning 

In general, it is natural to use Q learning with DQN to single 
agent RL [13-14]. This Q learning can be simply extended to 
Independent Q-learning (IQL) to be applied to multi-agent RL 
[15]. However, a better approach is needed for Q-learning to 
achieve good performance in multi-agent RL with stronger non-
stationarity. The value deposition networks (VDN) estimate the 
joint action value of the multi-agent through 𝑄𝑡𝑜𝑡  calculated by 
adding 𝑄𝑎 of all agents [16]. This additivity constraint is relaxed 
by QMIX as a monotonicity constraint [17]. QMIX estimates 𝑄𝑡𝑜𝑡  in a complex non-linear method using MLP rather than in 
a simple summation method. In addition, QMIX can represent a 
richer joint action value because it allows extra state information 
to be used in the mixing network. The mixing network 
estimating this joint action value 𝑄𝑡𝑜𝑡  guarantees the 
monotonicity constraints via non-negative weights. Since the 
factorization of VDN and QMIX facilitates the decentralized 
execution of multi-agents, they are suitable as marl algorithms 
to deal with real-world problems. 

III. SYSTEM MODEL 

We consider a multi-agent environment to solve a task that 
requires collaboration between agents. This can be formulated 
as a Decentralized Partially-Observable Markov Decision 
Process (Dec-POMDP) [6], represented by a tuple 〈𝐴, 𝑆, 𝑂, 𝑍, 𝑈, 𝑃, 𝑅𝑔, 𝑅𝑙 , 𝛾〉. At each time step 𝑡, the environment 

outputs a global state 𝑠𝑡 ∈ 𝑆, and observations 𝑜𝑡𝑎 = O(𝑠𝑡 , 𝑎) ∈Z , where 𝑆  denotes the global state space, 𝑍  denotes the 
observation space for each agent 𝑎 ∈ {1, … , 𝑛} ≡ A, and 𝑂: 𝑆 ×𝐴 → 𝑍  denotes the observation function respectively. Each 
agent uses its own observation to select an action 𝑢𝑡𝑎 ∈ U, where 𝑈 denotes the action space for each agent 𝑎 ∈ {1, … , 𝑛}. The 
environment performs the joint action 𝒖𝑡 ∈ 𝑼 ≡ 𝑈𝑛  of all 
agents and results in a transition according to the state transition 
function 𝑃(𝑠𝑡+1|𝑠𝑡 , 𝒖𝑡): 𝑆 × 𝑼 × 𝑆 → [0, 1]. This transition is 
completed with a global reward 𝒓𝑡 = 𝑅𝑔(𝑠𝑡 , 𝒖𝑡) and individual 

rewards 𝑟𝑡𝑎 = 𝑅𝑙(𝑠𝑡 , 𝑢𝑡𝑎) , where 𝑅𝑔: S × 𝐔 → ℝ  denotes the 

global reward function and 𝑅𝑙: S × U → ℝ  denotes the 
individual reward function respectively. 

In this process, each agent will try to increase its own 
individual reward which is aggregated into the team reward, 
ultimately aiming to maximize the discounted cumulative global 

reward ∑ 𝛾𝑖𝒓𝑡+𝑖∞𝑖=0 . Each agent generates its own observation-
action history 𝜏𝑎 ∈ 𝑇 ≡ (𝑍 × 𝑈)∗  with a stochastic policy 𝜋𝑎(𝑢𝑎|𝜏𝑎): 𝑇 × 𝑈 → [0, 1]  as a condition, where (𝑍 × 𝑈)∗ 
represents the set of all possible observation-action histories. 
The joint policy 𝜋 consisting of each agent's policy 𝜋𝑎  has a 
joint action-value function, which is formulated as: 

 𝑄𝜋(𝑠𝑡 , 𝒖𝑡) = 𝔼𝑠𝑡+1:∞,𝒖𝑡+1:∞[∑ 𝛾𝑖𝒓𝑡+𝑖|𝑠𝑡 , 𝒖𝑡∞𝑖=0 ] 

 

A. Problem Statement 

In this section, we present the RL environment that models 
the AGV warehouse required by the fulfillment center. Fig. 1(a) 
is a snapshot of an layout example, and each cell denotes a 
module represented by a specific color as shown in Fig. 1(b). 

 

 

(a) A snapshot of an example  (b) Color-based module representation  (c) AGV States transition diagram 

Fig. 1. Description of the RL environment in which the AGV warehouse is modeled, where the target position of agent 𝐴𝑖 is 𝑇𝑖. 
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The overall scenario is carried out as: (1) When the system starts 
operating, all AGVs wait for assignment at the charging station. 
(2) Each picking station's worker allocates the required shelf to 
a random AGV. (3) The assigned AGV moves to the requested 
shelf and lifts it. (4) The AGV moves to the PSE of the picking 
station. (5) When the work at the picking station is finished, the 
AGV moves to a random shelf storage. (6) The AGV lays it 
down and repeats this from (2). In summary, each AGV can be 
in one of the 4 states: Waiting, Moving to Shelf, Moving to PSE, 
and Moving to Storage. Fig. 1(c) shows the circulation of AGV 
states in this process as a state transition diagram. Note that 
AGV, shelf, and shelf storage are not randomly selected in the 
actual AGV warehouse, so the environment we present is a more 
difficult problem to solve because they are randomly selected. 

 

B. State and Observation Representation 

The observation of each agent consists of two-dimensional 
information normalized as a two-channel image for the 
surrounding 9 × 9  area centered on itself. The shape of the 
observation is 2 × 9 × 9 , and the values of each channel 
represent the information of the corresponding position in the 
layout. The first channel denotes whether the agent can move to 
the corresponding location, and the second channel denotes the 
remaining Manhattan distance from the corresponding location 
to the target location. Meanwhile, the shape of the state is 1 ×20 × 20, which consists of a normalized cumulative number of 
visits to each module in the layout within the episode. 

 

C. Action Representation 

At the beginning of the episode, each agent's looking 
direction is randomly selected, thereafter it is determined by the 
action it performs. The action is performed to move one cell 
based on this looking direction, and the action space is defined 
as: {Stop, Moving Forward, Moving Right, Moving Left, 
Moving Back}. For this, the observation is rotated with respect 
to the looking direction of the agent. 

The environment informs agents of available actions so that 
collisions can be avoided. By choosing these actions, it is 
guaranteed that they won't hit a wall or collide between agents. 
In other words, experiences related to the collision are not 
generated through Invalid Action masking, only high-quality 
experiences are accumulated in the replay buffer. 

 

D. Reward Function 

The environment returns individual rewards for each agent. 
After the agents perform their chosen action, each agent's 
individual reward is positive if the Manhattan distance to their 
target position gets closer or the agent arrives at their target 
position, otherwise it is negative. It may be considered harsh to 
receive a negative reward even when the agent takes a stop 
action, but we expect the 𝑄 value to be updated to prevent such 
situations. The absolute value of the individual reward is 1 𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑔𝑒𝑛𝑡𝑠⁄ , and the global reward is the sum 
of all individual rewards. Accordingly, the range of the global 
reward that can be output in one time step from the environment 
is -1.0 to +1.0. 

IV. PROPOSED ALGORITHM 

We propose an algorithm that applies a new technique to 
QMIX [17] while maintaining the centralized training with 
decentralized execution framework. QMIX uses the Mean 
Square Error between 𝑄𝑡𝑜𝑡  and its target generated by inputting 
the 𝑄 value of each agent into the mixing network as loss: 

 𝐿𝑔𝑙𝑜𝑏𝑎𝑙 = ∑ [(𝑦𝑖𝑡𝑜𝑡 − 𝑄𝑖𝑡𝑜𝑡(𝝉, 𝒖, 𝑠;  𝜃𝑡𝑜𝑡))2]𝑏𝑖=1  

where 𝑦𝑡𝑜𝑡 = 𝑟 + 𝛾 𝑚𝑎𝑥𝒖′ 𝑄𝑡𝑜𝑡(𝝉′, 𝒖′, 𝑠′;  �̅�𝑡𝑜𝑡) . For this, each 

agent extracts 𝑢𝑎  and 𝑄𝑎(𝜏𝑎, 𝑢𝑎)  according to the epsilon 
greedy method. QMIX restricts the relationship between 𝑄𝑡𝑜𝑡  
and 𝑄𝑎  to the monotonicity constraint. To enforce this 
monotonicity constraint, the weights of the mixing network are 
constrained to be non-negative. After the loss of the mixing 
network is calculated as in (2), It is backpropagated to a feed-
forward network consisting of Mixing network and Agent 
network. In this process, the gradient is backpropagated to the 
agent network, but the effect can be considered insignificant. 
Although monotonicity is guaranteed by the constraint of the 
relationship between 𝑄𝑡𝑜𝑡  and 𝑄𝑎, it is harsh to allow only the 
mixing network to judge the contribution of individual agents to 
sacrifice. Thus, we propose an additional local loss for the agent 
network formulated as: 

 𝐿𝑙𝑜𝑐𝑎𝑙𝑎 = ∑ [(𝑦𝑖𝑎 − 𝑄𝑖𝑎(𝜏𝑎, 𝑢𝑎;  𝜃𝑎))2]𝑏𝑖=1  

where 𝑦𝑎 = 𝑟𝑎 + 𝛾 𝑚𝑎𝑥𝑢𝑎′ 𝑄𝑎(𝜏𝑎′ , 𝑢𝑎′ ;  �̅�𝑎). 

The global loss ℒ𝑔𝑙𝑜𝑏𝑎𝑙  is calculated using 𝑄𝑡𝑜𝑡  of the 

mixing network, while the local loss ℒ𝑙𝑜𝑐𝑎𝑙𝑎  is calculated using 𝑄𝑎 of the agent network for each agent. In this study, we adopted 
that the agent network is shared but it is not essential. Note that 
each agent's observation-action history 𝜏𝑎  is not shared and 
local loss ℒ𝑙𝑜𝑐𝑎𝑙𝑎  is calculated separately. Its gradient is only 
backpropagated to the agent network regardless of the mixing 
network. Backpropagation through global loss as in (2) also 
affects the agent network, but backpropagation through local 

 

Fig. 2. The overall model architecture of the proposed algorithm. 
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loss as in (3) can clarify the feedback on the actions of the 
individual agents. Hence, the final loss equation is defined as: 

 ℒ = ℒ𝑔𝑙𝑜𝑏𝑎𝑙 + ∑ ℒ𝑙𝑜𝑐𝑎𝑙𝑎𝑛𝑎=1  

Fig. 2 briefly shows the overall network structure along with 
the direction in which the gradient of the proposed loss in (4) is 
backpropagated. The agent network is composed of GRU [18] 
and MLP, whereas the mixing network consists only of MLP, 
but its weights and biases are obtained from the output of hyper-
networks to ensure the monotonicity constraints. The state and 
observation composed of two-dimensional information are first 
converted into one-dimensional features through CNN and then 
inputted to the MLP. 

Each agent interacts with the environment and stores 
experiences in the replay buffer, performing distributed 
execution using only its own observations. The mixing network 
is used to update the agent network by estimating the 𝑄 values 
of all agents as total 𝑄  values. In other words, the mixing 
network does not directly interact with the environment, but 
only requires the state and 𝑄 values of each agent sampled from 
the replay buffer. Note that the mixing network, the main idea 
of centralized training, is not used in testing after training is 
complete. 

Even though ℒ𝑔𝑙𝑜𝑏𝑎𝑙  adopted in QMIX [17] is used for 

update, the influence of the newly added ℒ𝑙𝑜𝑐𝑎𝑙  is so strong that 
it can be considered that the influence of ℒ𝑔𝑙𝑜𝑏𝑎𝑙  is relatively 

weak. So, it is a reasonable doubt that there will be no significant 
difference from IQL which uses only ℒ𝑙𝑜𝑐𝑎𝑙  as the final loss. In 
Section 5 we conducted an experiment comparing the algorithm 
proposed in this paper with IQL and also verify its validity by 
analyzing the results. 

V. EXPERIMENTS 

In this section, the performance of the algorithm proposed in 
this paper is presented in comparison with IQL, which is 
considered the most basic marl algorithm. The experiments are 
performed in 'Small' layout and 'Large' layout as shown in Fig. 
3. The 'Small' layout consists of 8 AGVs and 3 picking stations 
in 12x16 grid size, while the 'Large' layout consists of 14 AGVs 
and 5 picking stations in 20x20 grid size. For detailed evaluation 
we adopted three metrics: episode rewards, average path lengths, 
and number of shelves arrived at PSEs. During training, for 
every 10 training steps each metric is measured as the average 
value of 5 episodes in which all agents took a greedy action. We 
plot the average of 5 runs with 95% confidence intervals for 
every metric on both layouts. Note that 1 training step means a 
single model update by the final loss that aggregates the global 
loss and the local losses as in (4), and it is calculated using the 
experience sampled from the replay buffer. 

  

Fig. 3. Layout configuration: 'Small' layout (left) and 'Larget' layout (right). 

 

 

 IQL      Proposed Algorithm 

   

(a) Results on 'Small' layout 

   

(b) Results on 'Large' layout 

Fig. 4. Performance comparison for three metrics. Note that the front part of the graphs about average path lengths is omitted for the readability of the graph. 
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A. Performance Comparison 

Fig. 4 shows the performance of the algorithm proposed in 
this paper compared with IQL as the change of three metrics 
according to the training steps, and Fig. 4(a) and 4(b) are the 
results on 'Small' layout and 'Large' layout, respectively. As 
shown in the graphs about the two metrics, episode rewards and 
number of shelves arrived at PSEs, we can know that our 
algorithms learn faster and more consistently. More specifically, 
our algorithms achieve unshakable convergence at better values, 
while IQL tends to be unstable, shaking even at worse values. 
This contrast is more evident in 'Large' layout than in 'Small' 
layout. Since IQL has no information exchange between agents, 
the performance of IQL decreases sharply as the number of 
agents increases. On the other hand, even if the number of agents 
increases, our algorithm proves their robust performance 
through efficient information exchange and cooperation 
between agents. These results can be easily confirmed from the 
graphs about the metric, average path lengths. For our algorithm, 
it becomes shorter and more stable as training progresses, but 
for IQL it does not converge and exhibits a very unstable 
appearance, and even in 'Large' layout it becomes longer. As a 
result, we can infer that the more complex the structure of the 
layout (i.e., the more AGVs), the more important is the 
collaboration between agents through communication. 

 

B. Heat Maps 

In order to analyze the actual behavior patterns of agents, we 
visualize the cumulative number of visits to the movement of 
AGVs as shown in Fig. 5. Episodes during 500 time steps were 
drawn five times each for our algorithm and IQL on the 'Large' 
layout. The relatively larger the cumulative number of visits, the 
brighter the corresponding position. From this analysis, we 
found a very interesting fact about IQL that certain AGVs are in 
an idle state at arbitrarily inappropriate positions. Therefore, the 

heat map of IQL has a very bright specific position, not the main 
path of the entire system, and can be interpreted that the absence 
of communication between agents develops into a fatal problem. 
In contrast, our algorithm has been confirmed that, as we 
expected, all AGVs mainly move between picking stations and 
shelves, the main paths of the entire system. When comparing 
these results, we emphasize that all AGVs learned with our 
algorithms move primarily within a limited range, which is the 
main path of the entire system, but do not cause congestion. 
Accordingly, state circulation of all AGVs occurs smoothly and 
high performance follows. 

 

VI. CONCLUSION 

In this paper, we proposed a CTDE-based MARL algorithm 
that can efficiently control the routes of AGVs which are 
essential components to increase the productivity of fulfillment 
centers. To evaluate the proposed algorithm, we presented state 
and observation representation, action representation, and 
reward function along with a description of the modules 
constituting the system and an overall scenario. The evaluation 
results are that the proposed algorithm outperforms IQL for 
three metrics on two different 'Small' and 'Large' layouts. We 
also provide insight into the importance of communication 
between agents via the visualization of the results. 
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AbstractÐ5G and beyond is the key enabler for extreme
mobile-broadband (xMBB), Massive and Ultra-reliable machine-
type communication (mMTC, uMTC). To handle such large-scale
and real-time traffics, Edge Cloud (EC) plays a critical role to
minimize the latency and provide compute power at the edge
of the network for Internet of Things (IoTs). However, an EC
endures limited compute capacity in contrast with the back-end
cloud (BC). Intelligent resource management techniques become
imperative in such resource constrained environment. This paper
studies the problem of compute and wireless resource allocation
in an integrated EC and BC environment. Machine learning-
based techniques are emerging to solve such optimization prob-
lems. However, it is challenging to adopt traditional discrete
action space-based methods since they do not scale well in large-
scale environments. To this end, to overcome the bottlenecks of
wireless bandwidth and compute capacity in resource constrained
EC and BC, we propose continuous action space-based DDPG-
Edge-Cloud, a deep deterministic policy gradient-based multi-
resource allocation (MRA) framework with a pruning principle.
The proposed agent is equipped with a Conv1D residual block,
gated recurrent unit (GRU) layer and an attention layer for
local and long-term temporal feature extraction. We validate
the proposed framework by comparing with two alternative
agents. Experimental results demonstrate that our proposed
agent converges fast and achieves up to 55% and 86.5% reduction
in operational cost and rejection rate, and achieves up to 115%
gain in the quality of experience on average.

Index TermsÐEdge cloud computing, deep deterministic policy
gradient, resource allocation, smart city, IoT.

I. INTRODUCTION

Next generation mobile applications (e.g. Augmented Re-
ality (AR), Virtual Reality (VR)) and streetscape applica-
tions (e.g. swift control-response for emergency vehicles and
situation-aware traffic/pedestrian signaling) possess resource-
hungry and real-time constraints [1]. Edge-cloud (EC) archi-
tecture is a stepping stone to meet the above compute and real-
time constraints by reducing the network latency and providing
the computational resources at the edge of the network [2].
Furthermore, A three-tier hierarchical EC system integrated
with the back-end cloud (BC) provides support for a broad-
range of applications with varying QoS requirements in greater
extent [3].

Edge clouds possess a limited amount of computational
resources [3] and back-end clouds experience the same in
the case of pay-as-you go model [4]. 5G supports dynamic

Identify applicable funding agency here. If none, delete this.

Radio Access Network (RAN) and a wider frequency spectrum
landscape [5]. However, in the presence of excessive amount
of connected devices in the EC environment, a large amount
of concurrent traffic can be anticipated. Thus, communication
resources, which connect the devices with EC and BC, also
become a bottleneck for the system. This multi-resource
allocation (MRA) and system cost reduction challenge is
manifold: First, handling the user requests from a wide range
of applications at large scale with different QoS requirements.
Second, the computational complexity pertaining to optimal
resource allocation in a large system particularly in dynamic
traffic patterns requires scalable solution techniques.

The proven success of Machine Learning (ML) based tech-
niques has spurred the adoption of ML algorithms to solve
control and management problems for IoTs in clouds and
5G wireless networks [6]±[8]. Cheng et al. [9] utilized the
Deep Reinforcement Learning (DRL) to train the Deep Q-
Network in order to solve a resource provisioning and task
scheduling problem in a cloud-based environment under the
strict QoS requirement. Wei et al. [10] proposed a natural
actor-critic reinforcement learning framework to jointly solve
the problem of content caching, computation offloading and
radio resource management with the goal of minimizing the
end-to-end delay. Deep deterministic policy gradient (DDPG)
based methods, which provide superior state representation
in high-dimensional space, are also adopted to solve the
resource allocation problems. Peng et al. [11] leveraged the
DDPG and hierarchical learning architectures to jointly solve
the spectrum, computation and storage allocation problem
in an EC based system. Recent studies [12], [13] solved
the computation offloading and resource allocation problem
for multiple mobile users in EC based systems by utilizing
the DDPG-based framework and proposing the sate-of-the-art
algorithms. Nevertheless, all of the above consider either EC
or BC based environments separately, and lack the three-tier
hierarchical architecture integrated with the BC.

Motivated from the above discussion, we aim at presenting
a scalable solution which can also be easily implemented in
real-world scenarios like COSMOS testbed. The COSMOS
is a National Science Foundation (NSF) sponsored project
with many academia partners including The City College
of New York [14]. Our recent work [15] proposed a novel
resource allocation framework to solve the bandwidth alloca-
tion problem in COSMOS based environment. The presented
results are encouraging, which stimulated to extend the current
framework [15] and comprehensively solve the multi-resource
allocation (MRA) problem with continuous action-space. This
is the rationale behind the introduction of DDPG-Edge-Cloud.
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The proposed framework takes into account the wireless
and computation resource allocation problem equitably at the
Edge-cloud (EC) and back-end cloud (BC). To the best of our
knowledge, none of the existing works applied DDPG with
local and temporal feature learning networks, and pruning
principle to solve the MRA problem jointly in EC and BC
with the goal of minimizing overall system cost for providers,
meeting the strict QoS requirements of applications and fast
self-learning capability.

The main contribution of our work is summarized as fol-
lows:

• We present a simple user job model which takes into
consideration both the deadline of the job and data to be
processed at the same time. Thereafter, to aptly process
these jobs, we present a multi-resource allocation (MRA)
model under an integrated wireless communication, EC
and BC environment to handle a large-scale of user
requests under constrained resources.

• We formulate the MRA problem for user requests into
DDPG-based Actor-Critic framework. The reward max-
imization objective for resource allocation with wireless
bandwidth, EC and BC compute resources considers
to optimize three fundamental bench-marking points; 1)
Minimize system cost; 2) Minimize rejection rate for
enhanced reliability; and 3) Minimize round-trip time of
a user request for better Quality of Experience (QoE).

• Instead of using fully-connected networks (FCNs), both
the actor and critic networks in the DDPG-based frame-
work consist of convolution (Conv1D) residual block,
gated recurrent unit (GRU) and an attention layer.
Conv1D residual block aims at learning the correlations
among local features of each input state, and GRU and
attention layers capture the temporal features. Further, our
proposed pruning principle [15] helps to minimize the
rejection rate by efficiently offloading the service requests
to servers and base stations.

• The performance of DDPG-Edge-Cloud is evaluated in
terms of convergence efficiency, average operational cost,
rejection rate and QoE. Compared with other DDPG-
based agents, our proposed method achieves better con-
vergence and loss results during training. In addition,
our proposed approach outperforms two DDPG-based
methods in all of the test scenarios. Overall our proposed
approach achieves better performance for the MRA prob-
lem.

The remainder of this paper is organised as follows: The
multi-resource allocation (MRA) in EC and BC based smart
streetscape system is modeled in Section II. Section III intro-
duces our core DDPG-based framework and pruning principle
for our MRA system. Section IV presents the performance
evaluation and discusses the experimental results, followed by
the conclusion and future directions in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Description

We consider the Edge-cloud (EC) based streetscape system
as shown in Fig. 1. Our proposed system provides 5G based
wireless radio access (including sub-6 GHz and mmWave)
to sensors, street signals, vehicles, security cameras, mobile
devices and other Internet of Things (IoTs) via software
defined radios (SDRs) herein called virtual base stations (BSs).
In 5G architecture, one SDR/BS covers a small cell; therefore,
multiple BSs can connect to one nearby edge-computing
infrastructure via high speed and low-latency software defined
fiber links [14]. For the beyond 5G deployments, mobile
network operators (MNO) rely on connected EC and BC for

Edge-Cloud

Back-end Cloud

Fig. 1: System model and Structure of Edge-cloud based Streetscape System.

scalability and enhanced services [16]. Therefore, it is vital
to consider EC along with BC in order to propose a realistic
system. In our proposed system, EC is interconnected with the
BC via high speed fiber links to leverage abundant and always
available resources at public clouds (AWS, Google Compute
Engine, Microsoft Azure) in order to offload delay-tolerant
multimedia tasks or to save data for future uses.

Context aware control of resources is main ingredient of
the smart streetscape environment such as smart control of
pedestrian signal for elderly people and traffic signal control
for emergency situations (e.g. fire on a building) or in a
logistics unloading case, traffic can automatically be diverted
to a safer and smoother street with the help of data sent by
the IoTs [17].

Multi-media (AR, VR, Video) applications are bandwidth
hungry and resource intensive, at the same time require
low end-to-end latency [1]. In such scenarios, proposed EC
infrastructure plays an important role to supply uninterrupted
services to both streetscape and multi-media applications.
Upon arrival of a service request, based on it’s exigency, the
system decides whether to run it on EC or BC, and based on
the availability of resources how much bandwidth and compute
resources have to be allocated in order to execute the task
within the deadline.

B. Users and Jobs Model

In the proposed framework, we consider all the de-
vices which are connected to the system as EC users.
Each user offloads its computational task in the form
of a distinct service request. The entire workload of the
system is a set of J jobs from U users i.e. J =
{j1(dl1, d1), j2(dl2, d2), ..., jU (dlU , dU )}. A job ju(dlu, du) is
a tuple of two variables where dlu means the hard deadline
in milliseconds and du represents the data in bytes to be
processed in job ju offloaded by user u. The user job can
demand both CPU and Memory for a successful execution but
processing vitally involves CPU; therefore, we only consider
CPU cycles as a job processing source as proposed by Cheng
et al. [9]. Suppose C represents the number of CPU cycles
required to process 1 Byte of data, then Lu is given as the total
CPU cycles required to compute data du (Lu = du × C). A
similar task computation model (with CPU cycles) is proposed
in [12], [13] as well.
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C. Wireless Bandwidth Model

As shown in Fig. 1, an EC system owns W base sta-
tions (BSs) {1, 2, 3, ...,W}, each of which makes meshed
wireless connections with actuators/relays to provide wireless
access capacity, load-balancing and failover. The total wireless
bandwidth that is available on all BSs is represented as
B. Each BS w can support H wireless bandwidth channels
{chw

1 , ch
w
2 , ch

w
3 , ..., ch

w

H
}, and each wireless bandwidth chan-

nel chw

h
(h ∈ [1, H]) provides a variable amount of bandwidth

(data rate in bps) and costs cw
h

. The directional antenna array
in mmWave cellular networks of the COSMOS testbed [14]
is capable of exploiting beamforming, which compensates the
increased path-loss at mmWave frequencies and overcomes the
additional noise due to the large transmission bandwidth [5].
Interference isolation is also achieved in directional beamform-
ing, which, as a result, reduces the adjacent-cell interference.
Therefore, in our case, we ignore path-loss, channel noise and
interference factors, and manage resources at the application
layer through well-defined APIs [3], which provides a fine-
grained control of the wireless bandwidth.

D. Computational Model

1) Edge Cloud: An Edge-cloud (EC) owns M servers
{1, 2, 3, ...,M}. Each server m processes an offloaded
job via a set of virtual machines (VMs). Let K =
{vmm

1 , vmm
2 , vmm

3 , ..., vmm

K
} be the set of VMs that can be

assigned by server m and each VM vmm

k
provides a variable

amount of compute capacity (CPU cycles in Hz) to process
a job and costs cm

k
. The total compute capacity on all EC

servers is given by Cec CPU cycles. Chen et al. [13] proposes
a similar computational model; however, they consider EC
with unlimited compute resources, which may not be valid
for practical scenarios.

In practice, a fine-grained control of the compute resources
can be achieved at the application layer by processing user
jobs in a Docker container, which uses cgroups to limit the
system resources. However, for the simplicity of the model,
we will use the term VM in this study.

2) Back-end Cloud: Previous work [18] considered back-
end cloud (BC) as a source of unlimited compute capacity.
However, we take into account a realistic model to min-
imize the overall cost of the system by adopting pay-as-
you go model. Therefore, just like an EC, we consider N
BC servers {1, 2, 3, ..., N}, which execute a job via a set of
K = {vmn

1 , vm
n
2 , vm

n
3 , ..., vm

n

K
} VMs, each with a variable

amount of compute capacity (CPU cycles) and costs cn
k

. Cbc

denotes the total number of CPU cycles available on all BC
servers. This model can be easily extended to infinite resource
model by relaxing Cbc and K sufficiently large.

E. Delay Model

We define round-trip time (RTT) as the total time that it
takes for a job to upload to the EC or BC via a wireless
channel, process the job and then send the result back. This
involves propagation, transmission (2-way) and processing
time. A similar delay model is also used in [10].

1) Propagation Time: Propagation time through fiber or air
media is negligible and assumed to be constant. Therefore,
we consider a constant delay tu(propec) = 5ms for EC and
tu(propbc) = 50ms for BC depending on where the resources
are allocated for job execution.

2) Transmission Time: This includes the time that a job
takes to upload to the EC or BC and the time to send the
result back successfully. It depends upon the amount of data
and wireless channel that is allocated. The transmission time of
a job to the EC can be calculated as: tu(transec) =

du

chw

h

+ Ru

chw

h

,

where Ru is the result which is generated after the job exe-
cution and sent back. In general, the result is a control signal
and contains only a few kilobytes of data [13]. Nonetheless,
the result for AR/VR applications can be substantially large,
therefore, we incorporate it in our framework.

According to Fig. 1, EC is connected with BC via a high
capacity fiber link and considered to guarantee b bandwidth
[14]. Thus, the transmission time between a device and BC
can be given as: tu(transbc) = tu(transec) +

du

b
+ Ru

b
.

3) Processing Time: This depends upon the number of
required CPU cycles Lu and the allocated VM vmm

k
, vmn

k

at EC or BC, respectively, and given as: tu(procec) = Lu

vmm

k

for the EC, and tu(procbc) =
Lu

vmn

k

for the BC.

To summarize, when a job ju is offloaded to the EC, the
total round-trip time is given as: rttec(ju) = tu(propec) +
tu(transec)+ tu(procec), similarly, when the job is offloaded
to the BC then: rttbc(ju) = tu(propbc) + tu(transbc) +
tu(procbc).

F. Utility Model

The total usage of the system resources at any given time
t is the sum of the occupied resources by all the jobs which
are being processed. Therefore, the bandwidth utility rate of
all base stations W is given as:

UrW (t) =

∑W

w=1
(
∑H

h=1
chw

h
.µw

h
(t))

B
, (1)

where µw

h
(t) is the total number of chw

h
channels which are

serving the jobs at time t. Similarly, the utility rate of a server
at EC and BC can be measured as:

UrM (t) =

∑M

m=1
(
∑K

k=1
vmm

k
.µm

k
(t))

Cec

, (2)

and

UrN (t) =

∑N

n=1
(
∑K

k=1
vmn

k
.µn

k
(t))

Cbc

, (3)

respectively.

III. THE PROPOSED DDPG-EDGE-CLOUD AGENT

In this section, we present DDPG-Edge-Cloud to solve the
MRA problem for mobile and streetscape based applications.
Like RL agent in [15], the proposed DDPG-Edge-Cloud agent
also runs on the EC for better accessibility of the environment
and faster training. In our DDPG-based framework, the agent
contains actor and critic networks whose architectures are
same. The actor, i.e., a policy function, observes the state st
by interacting with the environment and takes a continuous
action at via a deterministic policy and receives an immediate
reward rt. On the other hand, the critic uses the action-
value function Q(st, at) to update the policy parameters. At
each state, different resource allocation actions yield different
rewards. The goal of the agent is to maximize the long-term
reward by finding an optimal resource allocation policy. We
define state and action space followed by our unique reward
model below.

1) State Space: The state of the system at any time t is
the observation of utility rates of all the base stations, EC and
BC servers, and the current job ju which has to be scheduled
either at EC or BC. The state contains five parameters, i.e. st =
{UrW , UrM , UrN , ju(dlu, du)}. Based on these sequences,
the agent learns optimal resource allocation strategies in each
decision epoch.
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Fig. 2: The architecture of the proposed DDPG-Edge-Cloud framework.

2) Action Space: In each state st, the agent decides how
much bandwidth and VM resources (on EC or BC) have
to be allocated in order to successfully execute the job
within the deadline. The continuous action space, at =
{chh, vmk, cloud}, has three parameters. chh is the amount
of bandwidth, vmk is the amount of CPU cycles and cloud
has value either 0 or 1 which means task is offloaded to EC
or BC, respectively.

3) Reward: In our model, the reward can be calculated as
the sum of lump income and cost of resource procurement in
the MRA system:

rt(st, at) = Iu(st, at)− costu(st, at)× rtt(ju), (4)

where Iu(st, at) is the net income earned by executing the
job ju and costu(st, at) is the cost of resource procurement
for rtt(ju) time (time it takes to process the job) for selecting
action at at state st. In the definitions of Iu(st, at) and
costu(st, at), we take into account the completion time of
the job and the utility of wireless and computation resources.
Iu(st, at) is defined as,

Iu(st, at) =

{

(dlu − rttec(ju)).δ, if cloudt = 0
(dlu − rttbc(ju)).δ, if cloudt = 1.

(5)

In Eq. (5), δ represents the revenue that the service provider
generates by successfully executing the user job. It can be set
on-the-fly which can differ depending on the job completion
time. Note that, if the completion time of job (rtt(ju)) exceeds
the deadline (dlu), then the income becomes negative which
impacts the overall reward. This effect encourages the system
to take the allocation decisions that can complete the jobs
before deadlines.

In contrast to the income, costu(st, at) describes the cost
of resource procurement per unit time by allocating wireless
bandwidth channel and a VM at EC or BC and is given as,

costu(st, at) =

{

UrW (t).ch + UrM (t).ck, if cloudt = 0
UrW (t).ch + UrN (t).ck, if cloudt = 1,

(6)

where ch and ck represent the cost of wireless bandwidth
channel and VM allocation per unit time, respectively.

As compared to [18], we calculate the reward for each
individual job, so as the cost and the income. This approach
is more meaningful in a way that the QoS requirement in
each job may vary and calculating reward for every individual
job can better assist the agent to derive an optimal resource
allocation policy.

The optimization problem of wireless bandwidth and VM
allocation for the user jobs at different base stations and
servers, while considering the varying QoS requirements and
constrained resources is formulated as below:

maximize

T∑

t=1

rt(st, at) (7)

subject to the constraints UrW (t) ≤ 1, UrM (t) ≤ 1
and UrN (t) ≤ 1, ∀t ∈ T , which describes that the util-
ity of bandwidth and EC and BC servers does not exceed
from it’s total available capacity, respectively. The constraint
rttec(ju) ≤ dlu, rttbc(ju) ≤ dlu, ∀u ∈ U guarantees the
hard deadline requirement of the job offloaded at EC or BC,
respectively.

A. Actor-Critic Framework

In traditional DDPG-based framework, fully-connected net-
works (FCNs) are mostly used as both actor and critic net-
works [19], which have huge trainable weights and capture
only global descriminative features of the task sequences.
However, the computation-intensive tasks have complex tem-
poral variations in nature. For high-quality state representation
and better function approximation of MRA system, we propose
a network to capture the local and temporal features in sequen-
tial data. Inspired from [13], the first part of our proposed
agent contains Conv1D residual block structure to learn the
correlations among local features of each input state. The
second part contains GRU to learn the temporal dependencies
and an attention mechanism to capture meaningful information
at certain moments that has decisive effect on prediction.
GRU model has fewer parameters and controls the flow of
the information without using a memory unit, resulting in less
complicated structure with the performance on par with LSTM
[20]. This is why we prefer GRU over LSTM.

To break the undesired temporal correlations of training
samples and reduce variance, an experience replay (ER) is
used to store all the experience ((st, at, rt, st+1)) to train the
agent on more independent samples. Uniform sampling is used
to randomly select a mini-batch of transitions from the ER
buffer to train the actor and critic networks.

1) Pruning Principle: Our proposed agent is responsible to
select appropriate amount of bandwidth, VM units and cloud
to execute a job. We introduce pruning principle to further
select the base station and server with the least utility. The
BS is given as wt = argmin(Urw(t)), ∀t ∈ T, ∀w ∈ W ,
the EC server is given as mt = argmin(Urm(t)), ∀t ∈
T, ∀m ∈ M , and the BC server (if task offloaded to BC)
nt = argmin(Urn(t)), ∀t ∈ T, ∀n ∈ N . The major contri-
bution of our proposed pruning principle is the reduction of
action space at every state by a significant amount. It also helps
to balance the load among all the base stations and servers;
which means, it does not lead to overload a single base station
or server which could potentially result in higher rejection rate
for future jobs.

The training process of DDPG-Edge-Cloud agent with prun-
ing principle to obtain an optimal MRA policy is summarized
in Algorithm 1. The target networks of actor and critic are
clone of their respective online networks.

342



Algorithm 1: Training process of DDPG-Edge-cloud agent
with Pruning Principle

Input : User jobs with varying QoS requirements
1 Initialize replay memory ∆ to capacity Ω;
2 Initialize the actor and critic online and target

networks with random weights;
3 for episode = 1 to E do
4 Reset the environment;
5 for t = 1 to T do
6 Predict an action at using the actor network;
7 Apply pruning principle to select base station

and server
8 Execute action at, observe next state st+1 and

receive reward rt
9 Store transition sample (st, at, rt, st+1) in ∆

10 Sample random mini-batch of transitions from
∆

11 Train the critic and actor on sampled
mini-batch

12 Update the weight vectors of online networks
in actor and critic

13 Update the weight vectors of target networks in
actor and critic

14 st ← st+1

15 end
16 end

Output: Optimal Multi-Resource Allocation policy

IV. EXPERIMENTAL RESULTS

We develop our MRA framework and proposed DDPG-
Edge-Cloud agent with pruning principle in the Python 3.8.10
to simulate a near real-world environment. The simulation
code will be made public after the community release of
COSMOS testbed [14]. We run all the experiments on Dell
Desktop Machine with 2.9 GHz Intel Core i7 processor,
128GB memory and Windows 10 Pro 64-bit OS, and discuss
the advantages of our proposed algorithm over the alternative
methods.

A. Experiment Setup

The two baselines we use to compare with the DDPG-Edge-
Cloud agent are described below:

• DDPG-NN: Existing DDPG [19] with two fully-
connected network layers used in the actor and critic
networks. Same uniform sampling replay buffer is used
for a fair comparison.

• DDPG-CNN: In a DDPG-based actor and critic net-
works, the fully-connected layers are replaced by identi-
cal Conv1D residual blocks introduced in Section III-A.
As opposed to pruning principle in our proposed method,
base stations and servers are randomly selected in the case
of these agents.

We perform the experiment on three different sizes of
environments, small, medium and large. Small-scale environ-
ment contains 4 wireless base stations, 10 EC and 10 BC
servers. Medium-scale environment contains 12 base stations,
30 servers at the EC and 30 at the BC. The large-scale
environment consists of 20 base stations, 50 EC and 50 BC
servers. We set each base station to provide 1Gbps of total
bandwidth, each server with 18 cores and each core with 2GHz
(total 36GHz) both in the EC and BC servers. The bandwidth
(b) between EC and BC set to 1Gbps. The configurations of
the proposed system can be customized; however, here our
objective is to compare the performance of three algorithms.
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Fig. 3: Convergence comparison of three agents in small-scale environment. (a)
Normalized Reward. (b) Normalized training loss.

We conduct experiments on small-scale, medium-scale and
large-scale environments with 10,000, 100,000 and 1,000,000
jobs, respectively. The wireless bandwidth and VM per unit
rental/usage cost is normalized to 1 cent per second. The value
of revenue δ is set to 10 cents. Mobile users and other IoT
devices generate tasks of different sizes with varying QoS
demands. We group these user tasks/jobs into two groups;
1) Type-1 tasks are critical tasks with comparably small size
(bytes) and deadline. We set the deadline of such tasks to be
in the range of [200ms, 800ms], and the size to be in the
range of [100KB, 500KB]; 2) Type-2 tasks are multi-media
tasks with large size and relaxed deadline as compared to
the Type-1 tasks. The deadline of such tasks is set between
[1000ms, 2000ms], and the size between [1MB, 2MB]. CPU
cycles required to process 1-byte of data is randomly generated
between [1000, 4000] and the resultant data is also randomly
generated between [500, 1000] in KBs.

The default learning rate is set to 0.0001 and 0.001 for actor
and critic networks, respectively, and the discount factor γ =
0.99. The Adam optimizer is used to optimize the loss function
during training. The learning iterations (T ) per episode are set
to 1000.

B. Convergence

We compare the convergence rate of DDPG-Edge-Cloud
with DDPG-NN and DDPG-CNN in a small-scale environ-
ment to get the intuition of the performance of the agents.
Fig. 3(a) and Fig. 3(b) depict the convergence rate in terms of
reward and training loss which are normalized using max-min
normalization method. Initially, DDPG-CNN grows up quickly
as compared to DDPG-NN; however, due to the nature of local
feature extraction only, the DDPG-CNN agent is trapped in
local optima. Our proposed agent learns both local and long-
term features, which results in efficient training and superiority
in convergence.

C. Performance Analysis

Performance comparison is based upon three key perfor-
mance indicators (KPIs) in the MRA system: operational cost,
rejection rate and QoE. The operational cost is calculated using
Eq. (6). A job is considered rejected if its completion time
exceeds the given deadline or no more resources are available
for allocation. Both the cost and rejection rate are averaged
over the total number of accepted jobs in the respective scale.
In our environment, QoE is inversely proportional to the
round-trip time (RTT) of the job. This means, smaller RTT of
a job will induce better QoE for the users. Fig. 4(a) illustrates
the average operational cost, our proposed agent, on average,
achieves 30.5%, 42% and 55% reduction in cost in small,
medium and large-scale environments, respectively. Fig. 4(b)
shows that our proposed strategy consistently gives rejection
rate a multiple of 10−3 even in the large scale environment.
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Fig. 4: Performance comparisons of three agents in small, medium and large-
scale environments. (a) Average operational cost, (b) Average rejection rate, (c)
Quality of Experience.

Moreover, our proposed agent, on average, achieves 68%, 79%
and 86.5% reduction in rejection rate in small, medium and
large-scale environments, respectively. The improvement of
this magnitude is due to the virtue of our proposed pruning
principle, which evenly distributes the load among all base
stations and servers, and minimizes the probability of rejection
for the future jobs. In view of Fig. 4(c), our proposed agent
achieves nearly 22%, 60% and 115% gain in QoE in small,
medium and large-scale environments, respectively.

To summarize, our proposed DDPG-Edge-Cloud adaptively
determines the dynamic selection of VMs, wireless bandwidth
channels and cloud for joint optimization of resources in the
EC and BC. Moreover, our proposed pruning principle helps
reduce the rejection rate significantly. Overall, our proposed
framework outperforms the alternative agents in all three
environments.

V. CONCLUSION AND FUTURE WORK

We present DDPG-Edge-Cloud, a deep deterministic policy
gradient-based multi-resource allocation (MRA) framework.
The MRA system is utilized to optimize the problem of
compute and wireless resources for the IoTs and mobile users
in a smart streetscape based edge-cloud (EC) and back-end
cloud environment. The proposed DDPG-Edge-Cloud agent
is equipped with Conv1D residual block, gated recurrent unit
(GRU) layer and an attention layer. The agent runs in the EC
to make dynamic resource allocation decisions for the user
tasks. The presented algorithm learns the local and long-term
temporal features from the sequential data and outperforms the
alternative methods in convergence speed. DDPG-Edge-Cloud
achieves up to 55% reduction in operational cost on average.
The proposed pruning principle helps our agent to achieve up
to 86.5% reduction in rejection rate on average. Further, the
proposed agent achieves up to 115% gain in the QoE of the
users.

In future, we plan to explore priority-based replay buffer
techniques where priority will be calculated using a heuristic
function, which will help further boost up the convergence
rate. Moreover, to cope with the overwhelming volume of
accumulated data from numerous IoTs, we plan to investigate
on data parallelism techniques for training in a distributed
fashion to accelerate the learning process.
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Abstract—The authors have proposed a practical transmission
datarate adaptation (TDA) scheme using Q-learning applicable to
IEEE 802.11ax wireless local area networks (WLANs). In the pro-
posed scheme, each basic service set (BSS) selects an appropriate
transmission datarate according to the buffer statuses of adjacent
BSSs which are periodically collected and the transmission results
of DATA frames in the BSS. Then, the BSS conducts underlay
transmissions based on the framework of spatial reuse defined
in IEEE 802.11ax. This paper compares two methods of Q-value
update. One method is the frame-by-frame update taking account
for the payload length and the transmission datarate of each
DATA frame. The other method is the periodic update based on
the total throughput in a BSS. The performance of the proposed
scheme is evaluated through system-level computer simulation
based on IEEE 802.11ax WLAN assuming downlink and uplink
full-buffer traffic. It is confirmed that the proposed scheme can
achieve better average area throughput than conventional Robust
Rate Adaptation Algorithm (RRAA) and adaptive modulation
and coding (AMC) in most of cases. It is also confirmed that the
frame-by-frame Q-value update can achieve better area through-
put than the periodic update based on the total throughput.

Index Terms—Wireless LAN, IEEE 802.11ax, Q-learning,
transmission datarate adaptation, underlay transmission

I. INTRODUCTION

IEEE 802.11 wireless local area networks (WLANs) [1]

have been widely and densely deployed, and their demand

is still growing. The current WLAN generally employs a

distributed and autonomous channel access mechanism based

on carrier sense multiple access with collision avoidance

(CSMA/CA). Therefore, increase of traffic demand in the

WLAN brings severe contention among multiple basic service

sets (BSSs) sharing the same radio channel. It causes frequent

collision and resultant failure of frame transmission.

Since IEEE 802.11 WLANs support multiple transmission

datarates, each transmitter needs to adjust its transmission

datarate to a suitable one. When the signal-to-noise ratio

(SNR) of a transmitted frame is insufficient, its transmitter

should lower the transmission datarate. On the other hand,

when transmission failure is caused by collision, the transmis-

sion datarate should be raised so as to shorten the length of

the transmitted frame and to reduce the probability of collision

consequently.

Therefore, in general, the transmission datarate is adjusted

according to one or more metrics calculated from the results of

frame transmission [2]. For example, Automatic Rate Fallback

(ARF) [3] raises/decreases the transmission datarate if the

number of successful/failed frame transmissions reaches pre-

determined a threshold. Robust Rate Adaptation Algorithm

(RRAA) [4] raises/decreases the transmission datarate if a

frame error rate (FER) becomes larger/less than a given FER

threshold. SampleRate [5] measures the average transmission

time on an other WLAN channel other than the current

operating channel, and selects the WLAN channel on which

the average transmission time becomes minimum.

However, IEEE 802.11 WLANs have no way to know

directly whether a failure of frame transmission is caused by

collision or by other reasons such as insufficient SNR because

the transmitter recognizes its transmission failure by occurring

timeout of ACK frame reception. Several studies were recently

conducted to estimate the factor of transmission failure using

one or more frame sniffers to utilize the estimated cause

to adjust the transmission datarate [6], [7]. In these studies,

frame sniffers are employed to collect information of frame

transmissions and judge whether multiple transmitters transmit

their frames simultaneously and cause a collision. The aim of

these studies is to use the estimation result (i.e. the cause

of transmission failure) to determine the proper transmission

datarate on the operating channel.

Furthermore, a transmission datarate adaptation (TDA)

scheme was studied to selects an appropriate transmission

datarate using Q-learning with the aid of side information

called “redundant check information” about the frame trans-

mission in adjacent basic service sets (BSSs) [8], [9]. This

scheme collects, as the redundant check information, the infor-

mation whether or not adjacent BSSs will transmit their frames

in near future, and then learns and selects the best action
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(i.e., selects the best transmission datarate or defers its frame

transmission). If the best transmission datarate is selected, each

BSS makes underlay transmission against its adjacent BSSs,

and thus this scheme can improve the throughput.

However, the performance evaluation conducted in [8], [9]

assumes slotted channel access. On the other hand, IEEE

802.11 WLANs employ random backoff based on CSMA/CA

[1], and thus it is difficult to precisely know when each node

will transmit its frame. Hence, the authors have proposed a

practical scheme to apply the concept of transmission datarate

adaptation (TDA) in [8], [9] to IEEE 802.11ax WLAN [10]

which defines a mechanism of spatial reuse for underlay

transmissions [11], [12]. The proposed scheme adjusts the

transmission datarate of each BSS based on Q-learning at an

adaptation interval. The buffer status of each BSS is collected

as the redundant check information, and it is obtained using

buffer status report (BSR) defined in the IEEE 802.11ax

standard.

For further study of the proposed TDA scheme, this paper

introduces and compares two methods of Q-value update in

the Q-learning. One method is frame-by-frame update taking

account for the payload length and the transmission datarate of

each DATA frame. The other method is the update based on the

total throughput in a BSS. The performance of the proposed

scheme is evaluated through system-level computer simulation

based on IEEE 802.11ax WLAN assuming downlink and

uplink full-buffer traffic with different payload length.

The remainder of this paper is as follows. Section II

explains our proposed TDA scheme. Section III introduces

the two methods of Q-value update. Section IV explains the

configuration of the system-level computer simulation and its

results. Finally, conclusion is given in Sect. V.

II. TDA SCHEME USING REDUNDANT CHECK

INFORMATION

A. Basic Concept of TDA using Redundant Check Information

and Q-Learning

Figure 1 shows the concept of the TDA presented in [8], [9]

applicable to slotted channel access. We focus on BSS 0 as the

target BSS of TDA, and other BSSs are adjacent BSSs. BSS 0

collects the information whether adjacent BSSs will transmit

their frames or not in the next slot. As shown in Fig. 1, this

information is encoded as “state.” BSS 0 selects a transmission

datarate randomly with a certain probability Prand (hereafter,

this probability is called as “random selection probability”) for

searching the appropriate action. Otherwise, the transmission

datarate with the maximum Q-value on the state using the

knowledge obtained through learning. BSS 0 makes its DATA

frame transmission at the selected transmission datarate, and

then updates the Q-value according to the result of frame

transmission.

The above process is conducted slot-by-slot (in other words,

frame-by-frame). This scheme can improve throughput com-

paring with the conventional slotted ALOHA because it can

select an appropriate transmission datarate even when collision

is expected.
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Fig. 1. Basic concept of TDA using redundant check information and Q-
learning in [8], [9].
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Fig. 2. Concept of our proposed TDA for IEEE 802.11ax WLAN [11], [12].

B. Proposed TDA for IEEE 802.11ax WLAN

Figure 2 shows the concept of our proposed TDA scheme

[11], [12]. In the proposed scheme, the transmission datarate

is adjusted at an interval (Tc). Since BSS 0 cannot know

when adjacent BSSs will transmit their frames exactly due to

the random backoff, it collects the buffer statuses of adjacent

BSSs, and selects the transmission datarate that will be used

in the next adaptation period. Here, an access point (AP) in

each BSS obtains the buffer status of its associating stations

(STAs) by BSR. Each node checks whether the received frame

comes from the BSS that is expected to transmit frame(s) in the

current adaptation period by using BSS Color [10] defined in

the IEEE 802.11ax standard. (The state of such BSS is denoted

by “1” in Fig. 2.) If the node detects a frame from such BSS,

the CCA level at the node is raised so that the frame from

the BSS is not detected using the framework of spatial reuse,

which is also defined in the IEEE 802.11ax standard, in order

to enable underlay transmissions.

The Q-value is updated using the transmission results of

DATA frames in a logging duration (Tlog from the beginning

of the adaptation period). The detail of Q-value update is

explained in the next section.

III. Q-VALUE UPDATE METHODS

Since our proposed TDA scheme uses the transmission

results of DATA frames in the logging duration, we can take

two ways of Q-value update. One is updating the Q-value
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frame-by-frame using the transmission result of each DATA

frames in the logging duration as follows [11], [12]:

Q(st, at)← Q(st, at) + α {rt+1 −Q(st, at)} , (1)

where α is the learning rate, st is the state of buffers in

adjacent BSSs, and at is the selected action of the target BSS

(i.e., BSS 0 in Fig. 2). The reward rt+1 of each DATA frame

is calculated by

rt+1 =

{

(δX,1Wsuc − δX,0Wfail)RD if R ≥ 0

rnotx if R = −1,
(2)

where δa,b denotes Kronecker delta, X is the transmission

result (“1” means SUCCESS, and “0” means FAILURE) of

the DATA frame, D [kbyte] is the payload length of the DATA

frame, Wsuc and Wfail are the weights of reward for successful

and failed frame transmissions, respectively. R is the used

transmission datarate [Mb/s]. Here, R = −1 denotes that

frame transmission is pended in the corresponding adaptation

period, and the reward is set to rnotx in this case.

Since the reward (and the Q-value) highly depends on the

payload length in the above method, it may not work well if

multiple traffic flows with different payload sizes coexist in

a BSS. Hence, we also introduce another method to update

the Q-value by aggregating the transmission results of DATA

frames in an adaptation period (i.e., period-by-period update)

as follows:

rt+1 =







∑

i

(δXi,1Wsuc − δXi,0Wfail)Di if R ≥ 0

rnotx if R = −1,
(3)

where Xi is the transmission result of the ith DATA frame

in the logging duration, Di [kbyte] is the payload length of

the ith DATA frame. In this method, the transmission datarate

R is not accounted for in the reward calculation because the

rewards corresponding to the throughput of the BSS in the

adaptation period by taking summation of the payload length

of every DATA frame.

IV. COMPUTER SIMULATION

A. Simulation Configurations

The performance of the proposed TDA scheme is evaluated

through system-level computer simulation based on IEEE

802.11ax WLAN. We compare four schemes: the proposed

scheme with two different methods of the Q-value update,

RRAA, and adaptive modulation and coding (AMC) based on

the received power.

Table I shows the simulation parameters. The area size is

assumed to be 80 m × 80 m, and it is segmented into 4 × 4

(thus, the segment size is 20 × 20 m). Each BSS is located in

different segment as shown in Fig. 3. In the proposed scheme,

each BSS collects the buffer statuses of the BSSs whose frame

is received with the received power equal to or greater than

−88 dBm which is same as the frame detection limit in this

simulation. The random selection probability of action Prand

at the tth adaptation period is set by

Prand = 1/ (1 + t/133) , (4)

20 m

AP

STA

Fig. 3. Simulation area.

which gives Prand = 0.1 at 2 minutes, because it gives high

performance in the preliminary simulation.

In RRAA, the transmission datarate is adjusted every Tc

if the number of transmitted DATA frames after the previous

datarate adjustment is equal to or greater than 50. If frame

error rate (FER) is greater than 0.1, the modulation and

coding scheme (MCS) index is decremented by one, and it

is incremented by one if the FER is less than 0.05. Otherwise,

the current MCS index is retained. In AMC, the maximum

MCS index at which the received power satisfies the minimum

input sensitivity defined in the IEEE 802.11ax standard [10].

In this evaluation, downlink and uplink full-buffer traffic

is assumed. Four configurations of the payload length of the

DATA frames are assumed as follows.

• 3 kbytes (downlink), 1 kbyte (uplink)

• 3 kbytes (downlink), 3 kbytes (uplink)

• 15 kbytes (downlink), 5 kbytes (uplink)

• 15 kbytes (downlink), 15 kbytes (uplink)

It should be noted that the MAC efficiency improves, and the

number of DATA frames used for updating the Q-value reduces

as the payload becomes longer.

B. Simulation Results

Figures 4 and 5 show the average area throughput and the

frame delivery rate of the proposed scheme, AMC, and RRAA,

respectively when the number of BSSs is 4. In addition, the

average number of DATA frames transmitted at each MCS

index when the payload lengths for the downlink and uplink

are 3 kbytes and 1 kbyte is shown in Fig. 6. The average

number of DATA transmitted frames when the payload length

is 15 kbytes for both the downlink and uplink is shown in

Fig. 7.

The average area throughput of RRAA is quite low because

it selects low transmission datarates (mainly, MCS indexes

0 and 1), and resultantly the number of DATA frame trans-

missions is smaller than other schemes. The average area

throughput of AMC is lower than the proposed scheme even

though it selects higher transmission datarates (mainly, MCS

index 7). This is because it does not care frame collision,

and resultantly the frame delivery rate is lower than other
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TABLE I
SIMULATION SETTINGS

Evaluation duration 20 minutes

Area size 80 m × 80 m (20 × 20 m segment, 4 × 4 segments)

Number of BSSs 4, 16

Number of STAs per BSS 1

Supported MCS index 0–9 for IEEE 802.11ax [10]

Transmission power 20 dBm

Signal bandwidth 20 MHz

Noise level −94 dBm (including 7 dB noise figure)

Minimum signal detection level −88 dBm

Propagation model IEEE 802.11 TGax Residential scenario [13]

Frequency channel Ch 1 in the 2.4 GHz band

Retransmission limit 7 times

RTS/CTS exchange Not in use

Interval of datarate adaptation (Tc) 100 ms

Logging duration (Tlog) 80 ms

Learning rate (α) 0.1

Weights of reward (Wsuc,Wfail) = (1, 0.1)
Reward for pending transmission (rnotx) −2
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schemes. The proposed scheme achieves better average area

throughput than the conventional two schemes because it

selects higher transmission datarates and can keep the frame

delivery rate relatively high even though underlay transmission

is introduced. In the proposed scheme, the frame-by-frame Q-

value update tends to select higher transmission datarates than

the period-by-period Q-value update does. It implies that it is

better to explicitly take the transmission datarate account for

the reward calculation.

Figures 8 and 9 show the average area throughput and the

frame delivery rate of the proposed scheme, AMC, and RRAA,

respectively when the number of BSSs is 16. In addition, the

average number of DATA frames transmitted at each MCS

index when the payload lengths for the downlink and uplink

are 3 kbytes and 1 kbyte is shown in Fig. 10. The average

number of DATA transmitted frames when the payload length

is 15 kbytes for both the downlink and uplink is shown in

Fig. 11.
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Fig. 5. Frame delivery rate performance (4 BSSs).

The proposed scheme with the period-by-period Q-value

update likely selects middle transmission datarates (around

MCS index 4), and the throughput degradation from the frame-

by-frame Q-value update becomes larger than the 4-BSS case.

The proposed scheme with the frame-by-frame Q-value update

also less selects higher transmission datarates than the 4-

BSS case, and the average area throughput is worse than

AMC when the payload length is 15 kbytes. It is because

transmission failure occurs more frequently as the payload

becomes longer, especially when there are many interfering

nodes. Therefore, further tuning of operation parameters will

be necessary for heavily-congested situations. For example, the

frame delivery rate will be affected by the magnitude of the

weight for transmission failure Wfail. If we can set appropriate

Wfail, the proposed scheme can further improve the average

area throughput.
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V. CONCLUSION

This paper introduced two methods of Q-value update for

our proposed TDA scheme using Q-learning applicable to

IEEE 802.11ax WLAN. One method updates the Q-value

frame-by-frame with taking account for the payload length

and the transmission datarate of each DATA frame. The other

method updates the Q-value period-by-period based on the

total throughput in a BSS. The performance of the proposed

scheme with two different Q-value updating methods was

evaluated through system-level computer simulation based on

IEEE 802.11ax WLAN assuming four configurations of down-

link and uplink full-buffer traffic. It was confirmed that the

proposed scheme can achieve better average area throughput

than conventional RRAA and AMC schemes except when

there are many interfering nodes and the payload of the

DATA frames is long. It was also confirmed that the frame-

by-frame Q-value update can achieve better area throughput

than the period-by-period update. It implies that it is better to

explicitly take the transmission datarate account for the reward

calculation.
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AbstractÐThis paper proposes two methods to maximize the
coverage of distinct ground users by an unmanned aerial vehicle
(UAV) -mounted mobile base station: a deep reinforcement
learning (DRL) approach, and a reward-based greedy approach.
The performance of the proposed methods are evaluated based on
two aspects: the number of distinct ground users covered, and the
delay experienced by a user until it first receives coverage. The
distribution of ground users is modelled as a Gaussian Mixture
Model (GMM) with fixed and time-varying means with the latter
scenario mimicking the mobility of users. Simulation results
show that both proposed methods lead to efficient coverage and
latency performance with the DRL based approach significantly
outperforming the rewards-based greedy algorithm, especially
when ground users are allowed to be mobile.

Index TermsÐOptimal trajectory learning, Unmanned Aerial
Vehicles (UAVs), wireless user coverage , Deep Reinforcement
Learning (DRL), Deep Q-Network (DQN), greedy algorithm

I. INTRODUCTION

The use of Unmanned Aerial Vehicles (UAVs) for civilian

applications, in particular, using UAVs as portable Mobile

Base Stations, has gained traction in the past few years [1] [2].

For this, UAVs are fitted with transceivers and are flown over

areas where setting up traditional Base Stations (BSs) may

not be feasible [3] [4]. For example, areas that are affected

by natural (e.g., floods) or man-made disasters (e.g., terrorist

attacks). Unlike traditional BSs, the portability of UAVs allows

for choosing a flight path that covers as many distinct ground

users as possible.

Several approaches have been proposed over the past years

to provide better coverage to ground users. For example, the

authors of [5] discuss deployment of single and multiple

UAVs to provide coverage to ground users in a way that

maximizes fairness and reduces interference. Using Reinforce-

ment Learning (RL) based methods, the authors were able

to significantly increase the fairness compared to baseline

methods. However, [5] assumed the distribution of users to

be static, which may not be the case in practice. Authors of

[6] formulated the UAV trajectory optimization problem as

a Mixed Integer Linear Programming Problem and proposed

an algorithm that finds an optimal trajectory iteratively. The

authors assumed that the users are non-stationary and period-

ically send their location information to the UAV. Based on

this information, the algorithm determines an optimal path.

In this case, however, the performance and the optimality of

the trajectory thus obtained is contingent upon the accuracy

of location information relayed to the UAV by the users.

Authors of [7] discussed techniques for optimal placement

of a UAV in 3D space for maximal coverage of users. An

algorithm was developed to determine the optimal location

to place the UAV to cover maximum number of users at the

required signal to noise ratio (SNR). However, owing to the

limited coverage radius of the UAV, it is unlikely that all users

can be covered from a single location, especially if users

are allowed to be mobile. Placement of a UAV to optimize

the user coverage by taking user mobility also into account

was discussed in [8]. The authors modeled the movement of

users as a random-walk. The distance travelled by a user in

each transition of the random-walk is modeled to be Rayleigh

distributed with a fixed shape parameter. The position of the

UAV is updated periodically, which is solved iteratively based

on the temporal coverage probability that the authors derived

analytically. However, when the number of users is large,

finding the optimal location to place the UAV for each update

instance iteratively may not be feasible nor desirable. The

authors of [9] proposed an algorithm to minimize the average

distance between users and a UAV. When a few users are

located outside of a group or a cluster, however, the resulting

deployment might result in reduced signal quality for rest of

the users due to the outliers.

Most of the papers in literature assess the performance of

the system based solely on the number of users covered [6]

[7]. This may not be the best metric because it does not take

into account the coverage fairness; i.e., it is not possible to

determine if a user, or a group of users, have higher uptime

compared to other users. In addition, the delay experienced

by a typical user until it first received the UAV coverage

might also be important. The authors of [5] and [8] take the
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fairness into account, but latency experienced by users is still

not considered. In this paper, we propose two methods to find a

UAV trajectory that maximizes the coverage for distinct users

while also ensuring fairness in coverage: a deep reinforcement

learning (DRL) -based approach, and a reward-based greedy

method. We use the complimentary cumulative distribution

functions (ccdfs) of number of distinct users covered, as well

as the delay experienced by a user until it has coverage for the

first time to gain deeper insights on the performance beyond

averages. In addition, the performance of our methods are

investigated for two different types of user distributions. In

the first case, we assume that the users are clustered around

regions of high user density called hotspots. In the second case,

we allow these clusters to be mobile to model more realistic

application scenarios.

The remainder of the paper is organized as follows. Section

II discusses our system model and assumptions. Section III

discusses the proposed trajectory learning methods. Section IV

discusses the performance of the proposed approaches com-

pared to other alternatives in simulated application scenarios.

Finally, section V concludes the paper.

II. SYSTEM MODEL AND THE PROBLEM FORMULATION

A. System Model

We consider a square geographical area of side-length L
divided into M square cells of equal size as shown in Figure

1. The number of square cells into which the area is to

be divided is determined by the application context (which

will be dependent on parameters such as the communications

radius of the UAV). An arbitrary but known maximum number

of users are assumed to be distributed in this area. We

assume that the UAV maintains a fixed altitude precluding

the actions of moving up or down. In many situations this

may make sense in order to provide uniform coverage while

simplifying interference management among multiple UAVs

and subscribers. For simplicity, the UAV is restricted to hover

only over the center and corners of the cells, so that there are

2
√
M(

√
M + 1) + 1 possible hovering points. If we assume

that the coverage radius of the UAV base station is l/2, where

l is the side-length of a square cell, then the UAV base station

will be able to provide coverage to any user from one of the

possible hovering points. This means that with the proposed

model, the area of interest need not necessarily be a square.

It can be of any arbitrary shape, but with sufficient number

of hovering points so that any location can be covered by

the UAV from one of the hovering points. With this model,

the movement of the UAV can be restricted to nine directions

namely: North, North-East, East, South-East, South, South-

West, West, North-West or be stationary.

Since UAVs are powered by batteries, their flying time is

limited. We divide the total flying time of the UAV into slots of

equal duration. During each slot, the UAV is expected to hover

over one of the possible hovering points providing connectivity

to the users inside its coverage radius. The objective of this

paper is to design methods that find a flight path for the UAV-

mounted mobile BS to provide coverage to as many distinct

ground users as possible before exhausting the UAV’s energy.

Fig. 1. A UAV hovering at location (500,500). The UAV coverage radius is
represented by the green circle. The blue dots indicate the users and the 221
red crosses represent the possible hovering points.

B. User Distribution

The authors of [5] assumed that the users are distributed

uniformly over the square area. In reality, however, this may

not be the case, since users are usually clustered around places

like offices, universities and residential areas. The authors of

[10] used the map of downtown San Francisco for planning

the path of a UAV. Although this approach is realistic, it may

not necessarily generalize well to other places.

In this paper, we use two approaches to model how users

are distributed over the area of interest. In the first method,

we assume that the users are clustered around certain fixed

hotspots. In the second approach, we assume that the users

are clustered and the cluster means are time-varying. In

both approaches, we model the clusters as Gaussian mixture

models (GMMs). Each component or cluster in the mixture

is parameterized by cluster weight, πk, cluster mean, µk, and

variance, σ2
k. Thus, the location distribution of the users can

be written as:

(Xn, Yn) ∼
(

K
∑

k=1

πkN (µx, σ
2
x),

K
∑

k=1

πkN (µy, σ
2
y)

)

where K is the number of clusters and
∑K

k=1
πk = 1. The

cluster weights represent the probability of users being in

each cluster. For example, Figure 1 corresponds to a user

distribution with K = 4 clusters.

The cluster mean, µk = [µx, µy], represents the mean X
and Y coordinates of a user in each cluster k while the cluster

variances, σ2
k = [σ2

x, σ
2
y], represents the location spread along

X and Y coordinates. A smaller variance represents a tightly

packed cluster whereas a larger variance means a cluster in

which users are more spread out. Figure 1 corresponds to a

distribution in which all clusters have the same variance of

100.

In the second approach, we allow the cluster means to move

in a fixed direction and magnitude. This can be appropriate

when the UAV is providing coverage to on-the-move ground
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troops or people commuting to work from their homes. Note

that, the methods developed do not require the user mobility

to have a fixed direction and/or magnitude. This is assumed

for the purpose of training simplicity. Future work will in-

vestigate the scenarios with arbitrary mobility directions and

magnitudes.

III. PROPOSED UAV TRAJECTORY LEARNING METHODS

A. Proposed Method 1: RL Approach Using DQN

According to our model, the total flying time of the UAV is

divided into time slots and during each time slot, a decision to

be made with regard to the UAV’s movement. This setup can

be modelled as a Markov Decision Process (MDP). In an MDP,

we have an environment and an agent that interacts with the

environment. At each time step, t, the agent observes the state

of the environment at that time denoted by St, takes an action

appropriate for that state and time given by at and receives a

scalar reward rt depending on the action and the environment’s

transition to a new state St+1. The reward function is used

to measure an action qualitatively. An action with favorable

impact on the performance will have a higher reward whereas

an action with an adverse affect on the performance will have

a lower reward. The reward function for the t-th time instance

is defined as:

rt = (|Nt| − |Nt−1|) + g ∗ V + Ft + pt (1)

where Nt is the set of users covered until t-th time instant.

Thus, |Nt| − |Nt−1| is the number of new users who are not

previously covered, V ∈ {0, 1}, denotes whether the current

hovering point at (xt, yt) was visited previously, and g is a

scaling factor. The Jain’s fairness function Ft at time step t
for N ground users is defined as [11]:

Ft =
(
∑N

n=1

∑t

i=0
Covin)

2

N(
∑N

n=1
(
∑t

i=0
Covin)

2)

where Covtn ∈ {0, 1}, for n ∈ {1, · · · , N}, denotes whether

the n-th ground user has the coverage at time instant t or not:

Covtn =

{

1, if the user is inside coverage area of UAV

0, otherwise

(2)

The penalty function, pt, is non-zero only if the UAV attempts

an action that will cause it to fly out of the designated area:

pt =

{

0, if 0 ≤ xt+1, yt+1 ≤ L

P, otherwise
(3)

In Eq. (3), (xt+1, yt+1) denotes the resulting coordinates of

the UAV if action at is taken at the t-th time step and P < 0 is

the penalty for selecting an action that results in flying outside

the desired coverage area. A large magnitude for the penalty P
discourages the UAV from taking actions in future that would

result in UAV flying out of the desired area.

Note that, if only the number of users covered was taken as

the reward function in Eq. (1), there is a possibility that the

UAV may get stuck at a hovering point and not move further,

because any movement may result in a reduced reward. The

reward function, Eq.(1), avoids this because if the UAV hovers

at the same location twice, then the first and the second term of

the reward function will be zero, thus reducing the reward for

those time instants. The proposed reward function encourages

the UAV to visit new hovering points, thereby increasing the

probability of covering new users.

For any given state St, the agent takes an action at that

maximizes the sum of discounted expected future rewards

[12]. In the case of Q-Learning, this is done by maintaining a

Q-table, whose entries represent these expected future rewards

if a particular action was taken when in a particular state.

Hence, the agent selects an action that has the highest expected

future rewards as: at = argmaxa Q(St, a).
Note that, Q(St, a) is a function of the two variables St

and a. A Q-table approach to learning the function Q(St, a)
works if both St and a were to take values on finite sets.

Even then, unless the number of actions and possible states are

relatively small, the Q-table approach may not be convenient

in practice. The Deep Q-Network (DQN) approach for RL

proposed in [13], instead uses a deep neural network (DNN)

as a function estimator to learn Q(St, a). The DQN makes use

of an experience replay [13] where a replay memory is used

to store tuples of transitions consisting of the state, St, the

action at taken at that state, reward rt obtained by taking that

action, and the resulting new state, St+1. At every time step,

the DQN is trained by sampling a random batch of experiences

from the experience replay memory. The Algorithm 1 details

the DQN-based RL approach.

At any given time instant, the DQN makes a decision based

on the current state, St. Hence, the state St must be selected

carefully to incorporate vital details of the environment that

can impact the performance. The state St for time step t in the

proposed method consists of the X and Y coordinates of the

location of the UAV at that time instance, the users covered

at that location, a binary value indicating whether the current

hovering point was visited previously and the remaining UAV

energy at that time instant along with the same information

for a finite number of previous time instances.

B. Proposed method 2: An AI based greedy UAV trajectory

learning algorithm

For a time instant, t, and corresponding state, St, the

proposed greedy algorithm chooses an action at that yields

immediate maximum reward rt defined in Eq. (1). The greedy

algorithm does not take into account whether the selected

action will have unfavorable results in the long run. It should

be noted that if there are two or more actions that yield

the same reward, an action is selected at random out of the

multiple actions resulting in the identical reward.

Although the algorithm is relatively simple compared to the

DQN-based approach proposed in the previous section, it can

nevertheless be effective in many situations. Indeed, as we will

show in the next section, it was able to perform reasonably

well compared to the DQN method with significantly lower

computational complexity.
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Algorithm 1 DQN Algorithm

1: Initialize policy network Q(s, a) with random weights

2: Set target network Q′(s, a) with the same weights

3: Set ε = 1
4: Create a replay memory

5: for episode = 1 to M do

6: for time = 1 to N do

7: Generate a random number w between 0 and 1

8: if ε > w then

9: Take a random action at
10: else

11: Take action: at = argmaxa Q(St, a)

12: Store transition: (Si , ai , ri , Si+1) into buffer

13: Sample random batch of transitions from the buffer

14: if Episode ends at i+ 1 then

15: Set yi = ri
16: else

17: Set yi = ri + γmaxa′ Q′(Si+1, a
′)

18: Fit the policy network on the data: (St, yt).
19: Reduce the value of ε
20: Every K steps, set weights of target equal to policy

network

IV. SIMULATION RESULTS

We consider an area of 1 km×1 km divided into M = 100
square cells of similar size resulting in 221 hovering points

as was shown in Figure 1. The users were distributed over

this area according to a Gaussian Mixture Model (GMM) with

either K = 4 or K = 8 clusters. The parameters of the GMMs

are given in tables I, II and III.

We use three metrics to assess the performance of our

proposed methods: (1) the average number of distinct users

covered in an episode, (2) the complementary cumulative

distribution function (ccdf) of the number of users covered,

and (3) the average delay experienced by a user until it receives

coverage for the first time (in an episode) where the average

delay is computed as:

Average Delay =

∑T

t=1
(t× Ut)

∑T

t=1
Ut

where Ut denotes the number of users covered during time step

t, and T denotes the time step when the UAV has exhausted

its energy.

Note that, sometimes the ccdf may give better insight on the

performance than just comparing the averages. Specifically,

the ccdf shows the probability of covering more than a given

number of users during a UAV flying episode, which cannot

be deduced by knowing only the average number of users

covered.

A. Stationary user distributions

In this setup, during each epoch, 100 users are indepen-

dently and identically distributed (iid) over the desired area

according to a GMM with K clusters. An epoch is defined as

one run of the UAV from the beginning to exhaustion of its

energy. It should be noted that, the number of clusters, and the

means and variances of the GMM are fixed throughout each

simulation.

With stationary distributions, two scenarios are discussed:

(1) clusters with larger variances representing user distri-

butions that are spread out, and (2) clusters with smaller

variances representing densely packed users. The parameters

of the GMM used in each of the cases are tabulated in Table

I and Table II, respectively for the case K = 4. Table IV and

Table V give additional parameters about the environment and

specifications of the Convolutional Neural Network (CNN)

used.

TABLE I Gaussian Mixture Parameters for Larger Variance

Number of clusters (K) 4

Cluster Weights (πk) 0.25,0.25,0.25 and 0.25

Cluster Means (µk) (500,800) (800,0) (800,400)

(850,900)

Cluster Variances (σ2
k) 100, 100, 100 and 100

TABLE II Gaussian Mixture Parameters for Smaller Variance

Number of clusters (K) 4

Cluster Weights (πk) 0.25,0.25,0.25 and 0.25

Cluster Means (µk) (300,200) (800,400) (200,600)

(500,800)

Cluster Variances (σ2
k) 10, 10, 10 and 10

TABLE III Gaussian Mixture Parameters for Time Varying

Means

Number of clusters (K) 4

Cluster Weights 0.25,0.25,0.25 and 0.25

Cluster Means (300,200) (800,400) (200,600)

(500,800)

Cluster Variances 100, 100, 100 and 100

Direction π/4 radians

Magnitude 1m

The DQN algorithm learns iteratively by means of trial and

error. It takes about 500 training epochs for the algorithm to

find an optimal path as can be inferred from Figure 2.

Fig. 2. Epoch as a Function of the Number of Users Covered

Figure 3 shows the number of distinct ground users covered

by the reward-based greedy, the trained DQN and random ac-

tion selection algorithms when users are distributed according
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to GMMs with K = 4 and K = 8. Note that, the latter takes

random decisions at each time step. From Figure 3, it can

be seen that compared to random action selection method,

a significant number of users are covered by the proposed

methods. Moreover, it is seen that the proposed rewards-

based greedy algorithm performance is only about 15% -

20% less than that of the DQN-based approach. It is also

interesting to notice that the performance of both learning

methods slightly deteriorates when the number of clusters

increases while the opposite is true for the random action

selection algorithm. This may be attributed to the fact that

more clusters make systematic learning more difficult while

helping random guesses to be more successful.

TABLE IV Simulation parameters

Area 1000m x 1000m

Number of Blocks (M) 100

Size of Blocks 100m x 100m

Number of Hovering points 221

Number of users (N) 100

Number of time slots 67

Radius of coverage of UAV 50m

Penalty (P) -1

g 0.2

TABLE V Specifications of the Convolutional Neural Network

used as the DQN

Input Shape 10x5x1

Kernel Size 2 x 2

Padding Same

Layers 3

Number of filters in each layer 40, 45 , 55

Activation function Sigmoid

Optimizer Adam

Loss Function Huber

Gamma 0.9

Learning rate 0.0001

Let U denote the number of distinct users covered by the

UAV in an epoch. In Figure 3 we show the ccdf of U given

by Pr(U > n). It is worth observing form Figure 3 that the

maximum number of users that can be covered with a non-

zero probability is also larger with the DQN based trajectories

compared to that with the greedy trajectories.

Figure 4 shows the cumulative distribution function (cdf)

of average delay until a user is first covered in an episode.

Clearly, both proposed learning algorithms result in much

smaller average delays than with the random actions. Perhaps

surprisingly, the average delay with the greedy algorithm is

not too far from the DQN-based learning algorithm, again

showing that the proposed rewards-based greedy algorithm is

a good alternative to the DQN-based learning at much less

computational complexity and learning duration.

In some practical scenarios, users may be densely con-

centrated around mobile hotspots like offices, universities, or

Fig. 3. Complementary Cumulative Distribution Function Showing Probabil-
ity of Covering More Than n Users

Fig. 4. Cumulative Distribution Function Showing Probability of the Average
Delay < d

residential areas. Figure 5 and Figure 6 show the ccdf of

number of users covered and the cdf of average delay seen by

a user for the first time coverage during an epoch for this case,

respectively. It can be seen from Figure 5 that the proposed

DQN and the rewards-based greedy methods are at par with

each other, covering more than 70 and 50 users on average

in four and eight cluster cases, respectively. Moreover, Figure

5 shows that DQN-based learning offers additional desirable

performance traits. For example, it can be seen from Figure

5 that the greedy algorithm is not able to find and provide

coverage to all 100 users with non-zero probability and, in

fact, the maximum number of users covered with non-zero

probability can be far less than 100. However, the DQN-based

algorithm is able to find most of the users with non-zero

probability. In the case of K = 4 clusters, Figure 5 shows that

it is able to find all 100 users with more than 0.4 probability!

Fig. 5. Complementary Cumulative Distribution Function Showing Probabil-
ity of Covering More Than n Users

B. Non-stationary user distributions

In scenarios where ground users are mobile, like troops on

the move or users commuting to work, it makes sense to model
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Fig. 6. Cumulative Distribution Function Showing Probability of the Average
Delay < d

the users as clusters, but with moving means. The parameters

for the GMM in this case is given in Table 3. For simplicity,

the directions and magnitudes of movements are assumed to

be fixed.

Since the distribution of users at a time instance is correlated

to distribution of users at previous time instances, for this

scenario we may expect a Recurrent Neural Network (RNN)

to be a better candidate for the DQN over CNNs, since RNNs

are known for their ability to capture the temporal correlations

in the input.

Figure 7 and Figure 8 illustrate the performance of the

proposed and random action selection methods in this scenario.

It can be inferred from Figure 7 that the proposed DQN

method covers significantly more users than the reward-based

greedy method. Moreover, the proposed DQN method with

RNN as the function estimator is slightly better than the one

with CNN, which can also be inferred from ccdf plots shown

in Figure 7. Furthermore, the average delay experienced by

users was significantly lower when using the proposed DQN

method in contrast to random action selection method and

reward-based greedy method, which can be seen in Figure 8.

In fact, the DQN method with RNN resulted in fewer delays

in the case of K = 4 clusters.

Fig. 7. Complementary Cumulative Distribution Function Showing Probabil-
ity of Covering More Than n Users

V. CONCLUSION

This paper proposed DRL and reward-based greedy methods

to maximize the coverage of distinct ground users by a UAV-

mounted base station. The performance of the proposed meth-

ods were analyzed based on the number of users covered and

the delay experienced a by user until it first receives coverage

while assuming two scenarios for the distribution of users:

Fig. 8. Cumulative Distribution Function Showing Probability of the Average
Delay < d

(1) a GMM with fixed and (2) time-varying means. It was

observed that the proposed methods were able to cover a sig-

nificantly more number of users compared to random actions

in both cases. Computationally lightweight greedy algorithm

was observed to perform very close to the DRL method

when user distributions were stationary. However, the DRL

was shown to outperform the greedy algorithm significantly,

especially when users were allowed to be mobile. Further work

is needed to incorporate complex mobility models for user

distribution and also to take into account wireless channel

effects.
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Abstract—A transmission signal through a high-frequency 
(HF) channel is usually reflected by the ionospheric layers and 
become a multipath signal, resulting in inter-symbol 
interference (ISI). To remove ISI, a receiver recovers the 
multipath-faded signal by using channel equalization. Among 
various channel equalization methods, blind equalization that 
does not use training sequences draws an interest because it may 
increase bandwidth efficiency. The HF signal needs to be 
equalized with a small number of symbols due to a Doppler 
spread. Therefore, to equalize the HF channel signal, a batch 
method based on support vector regression (SVR) can be used. 
In this respect, we applied an SVR-based batch blind 
equalization to HF channels and then analyzed its performance. 

Keywords—blind equalization, support vector regression, high 
frequency channel 

I. INTRODUCTION 

In a high frequency (HF) band digital communication 
channel, the signal reception performance is deteriorated due 
to inter-symbol interference (ISI), which makes it hard to 
recover the signal and causes a symbol error. To remove ISI, 
various channel equalization techniques have been studied 
recently [1],[2]. 

Channel equalization method is divided into two types 
depending on whether a training sequence is used or not. A 
representative method using a training sequences is the least 
mean squared (LMS) algorithm, which is easy to implement 
and widely used due to its low complexity [3]. However, using 
a training sequence reduces the transmission rate. Therefore, 
to efficiently transmit a signal, blind equalization methods that 
do not use a training sequence have been studied [4]. 

Blind equalization can be divided into online method and 
batch algorithm. The online blind algorithms are based on 
stochastic gradient descent (SGD) minimization of a cost 
function. The most representative method is constant modulus 

algorithm (CMA) [5]. On the other hand, the batch algorithms 
use a block of data and iteratively minimize a cost function 
based on support vector regression (SVR) or cumulant [6]. 
Batch algorithm can achieve good equalization performance 
by using fewer symbols than online one [7]. 

In the HF channel with a Doppler spread, since the channel 
changes with time, the received signal should be equalized 
with a small number of symbols. Therefore, the batch method 
is better than online ones. In this paper, the equalization 
performance of the HF channel in the mid-latitude region is 
analyzed by using the SVR-based batch equalization 
algorithm according to the channel conditions. 

II. PROBLEM FORMULATION

The overall block diagram of the blind equalization 
including the signal process is shown in Fig. 1. We consider 
baseband representation of the digital communication system. 
A sequence of independent and identically distributed (i.i.d) 
symbols 𝑠(𝑘)  is sent through a channel with coefficients ℎ(𝑘). The resulting channel output can be expressed as 

𝑥(𝑘) = ℎ(𝑛)𝑠(𝑘 − 𝑛) + 𝑣(𝑘), (1) 

where 𝑣(𝑘) is an additive white Gaussian noise (AWGN) 
and 𝐿 is channel coefficient length. 

The objective of blind equalization is to remove the ISI 
caused by the channel. The equalization output can be 
expressed as 

𝑦(𝑘) = 𝑤(𝑛)𝑥(𝑘 − 𝑛) = 𝐱 𝐰, (2) 

where 𝐰 is the vector of filter coefficients and 𝑀 is filter 
coefficient length. 

Fig. 1. Block diagram of signal transmission/reception including blind equalization. 

357978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



A. SVR-based Batch Blind Equalization 
When the data block size is 𝑁 , batch equalization 

minimizes the following SVR-based cost function that 
exploits the constant modulus (CM) property of the signal [8]. 

 𝐽(𝐰) = 12 ‖𝐰‖ + 𝐶 |1 − (𝐰 𝐱 ) |  (3) 

where 𝐶 is penalty value, 𝐱 = (𝑥 , ⋯ , 𝑥 ) , and 

 |1 − (𝐰 𝐱 ) | = max{0, |1 − (𝐰 𝐱 ) | − 𝜖} (4) 

the so-called Vapnik’s 𝜖-insensitive loss function. 

If there are training error, by using a set of positive slack 
variables 𝜉  and 𝜉 , the optimization equation can be 
expressed as: To minimize 

 𝐿 𝐰, 𝛏, 𝛏 = 12 ‖𝐰‖ + 𝐶 𝜉 + 𝜉  (5) 

subject to (𝐰 𝐱 ) − 1 ≤ 𝜖 + 𝜉  1 − (𝐰 𝐱 ) ≤ 𝜖 + 𝜉  𝜉 , 𝜉 ≥ 0 

for all 𝑖 = 1,2, ⋯ , 𝑁. 
To transform the quadratic inequality of the constraint into 

linear one and make it a quadratic programming (QP) problem, 
we can use 

 𝑦 = 𝐰 𝐱 . (6) 

If the transformed optimization problem is solved through 
Lagrange dual, the solution is as follows. 

 𝐰∗ = (𝛼 − 𝛼)𝑦 𝐱  (7) 

where 𝛼  and 𝛼  are Lagrange multipliers, and can be 
obtained by minimizing the following quadratic form: 

𝑊(𝛂, 𝛂) = 𝜖 (𝛼 + 𝛼 ) − (𝛼 − 𝛼 ) 

             + 12 (𝛼 − 𝛼 ) 𝛼 − 𝛼 𝑦 𝑦 〈𝐱 , 𝐱 〉,  

(8) 

B.  HF channel modeling 
 The HF channel uses a frequency band of 3 to 30 MHz. 

Since long-distance communication can be performed with a 
low power, the HF channel is widely used despite the poor 
communication channel. 

 The HF channel signal is reflected by the ionosphere of 
the atmosphere and can propagate far away by repeated 
reflections of the ionosphere and the Earth's surface. Because 
of these advantages, HF channels are widely used in 
international broadcasting or amateur radio. The ionosphere is 
divided according to the distribution of ions, and the channel 
state varies according to various conditions such as weather 
and latitude. HF channels generally have Doppler spread due 

to fine tremor of ionospheric ions, and each multipath signal 
has a Rayleigh distribution. 

 Channel parameters according and channel conditions 
are modeled as representative values in ITU-R (international 
telecommunication union - radiocommunication) F.1487 [9]. 
The mid-latitude HF channel parameters according to the 
channel conditions are summarized in Table 1. 

III. SIMULATION RESULT 
In simulation, we use 𝐶 = 1, 𝜖 = 0.01. The modulation 

scheme is quadrature phase shift keying (QPSK). The number 
of equalizer taps is 𝑀 = 17 and signal-to-noise ratio (SNR) 
is 30 dB. The central tap of equalizer is initialized to 1, and 
the remaining equalizer taps are initialized to 0. 

The performance evaluation criteria are the residual ISI 
and probability of convergence. The residual ISI is defined as 

 ISI = 10 log ∑ |𝜃 | − max|𝜃 |max|𝜃 |  (9) 

where 𝜃 = 𝐡 ∗ 𝐰. In simulation, convergence means that the 
final residual ISI value is less than -5 dB. 

Fig. 2 shows the convergence probability according to the 
data block size. When the channel condition is “Quiet,” it 
converges to 100% when the data block size is 200 or more. 
When the channel condition is “Moderate,” it almost 
converges to 100% at data block size 200. However, when it 
is larger than 200, the convergence probability is reduced to 
96% because the channel is time-varying. When the channel 
condition is “Disturbed,” it converge to 94% when data block 
sized is 200. The better the channel condition, the higher the 
convergence probability. 

Fig. 3 shows the residual ISI according to the data block 
size. When the channel condition is “Quiet,” the residual ISI 

Parameters 
Channel Condition 

Quiet Moderate Disturbed 
Differential 
time delay 

0.5 ms 1 ms 2 ms 

Doppler spread 0.1 Hz 0.5 Hz 1 Hz 
 

Table 1. High frequency channel parameters in mid latitude regions according 
to channel conditions. 

Fig. 2. Probability of convergence according to data block size using SVR-
based blind equalization  
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decreases as the data block size increases, and it converges to 
about -23 dB. However, When the channel condition is 
“Moderate” or “Disturbed,” the residual ISI decreases and 
then increases again as the data block size increases. This is 
because, as the Doppler spread increases, the channel changes 
rapidly. When the channel condition is “Moderate” and block 
data size is 200 or 300, the residual ISI is -17 dB and the 
performance is the best. When the channel condition is 
“Disturbed” and block data size is 200, the residual ISI is -13 
dB and the performance is the best. 

IV. CONCLUSION 
In this paper, SVR-based blind equalization performance 

is analyzed for the HF channel in ITU-R F.1487. In the case 
of a fixed channel, the larger the data block size, the better the 
equalization performance. However, In the case of a time-
varying channel, residual ISI decreases at first but then 
increases when the block size increases. In simulation, when 
the channel condition is “Quiet,” as the data block size 
increases, the equalization performance gets better. However, 
when the channel condition is “Moderate” or “Disturbed,” we 
need to find an appropriate batch size by taking a trade-off. 
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Abstract—Most Gaze estimation research only works on a
setup condition that a camera perfectly captures eyes gaze. They
have not literarily specified how to set up a camera correctly
for a given position of a person. In this paper, we carry out a
study on gaze estimation with a logical camera setup position.
We further bring our research in a practical application by
using inexpensive edge devices with a realistic scenario. That
is, we first set up a shopping environment where we want to
grasp customers gazing behaviors. This setup needs an optimal
camera position in order to maintain estimation accuracy from
existing gaze estimation research. We then apply the state-of-
the-art of few-shot learning gaze estimation to reduce training
sampling in the inference phase. In the experiment, we perform
our implemented research on NVIDIA Jetson TX2 and achieve
a reasonable speed, 12 FPS which is faster compared with our
reference work, without much degradation of gaze estimation
accuracy. The source code is released at https://github.com/linh-
gist/GazeEstimationTX2.

Index Terms—Gaze estimation, Few shot learning, Edge de-
vices, Customers’ Attention, Triangulation.

I. INTRODUCTION

Businesses are now benefiting from computer vision ap-

plications. One of the well-known businesses in the USA,

Amazon Go [1] has successfully applied deep learning,

sensor fusion, and computer vision for checkout, purchase,

and proceed for payment automatically without any hu-

man interactions. Hence, understanding customers’ atten-

tion/behavior/preferences during shopping is crucial to in-

crease avenues. For example, a customer who buys milk

usually looks for bread. We can place milk and bread next to

each other. Gaze is an individual’s perception and awareness

of human visual attention. We can track the gaze to know

which products customers prefer the most and their shopping

behaviors.

Many eye commercial trackers perfectly measure the motion

of an eye relative to the head. For example, Tobii [2] can

estimate and track eye gaze without requiring recalibration.

However, it is expensive and hard to upgrade once a business

decides to buy those physical devices. More importantly, up-

This work was partly supported by the National Research Foundation
of Korea (NRF) grant funded by the Korea government (MSIT) (No.
2019R1A2C2087489), and Ministry of Culture, Sports and Tourism(MCST)
and Korea CreativeContent Agency(KOCCA) in the Culture Technology(CT)
Research & Development (R2020070004) Program 2021.

gradeable, inexpensive, and easy-to-deploy are the key points

to leverage business avenues.

In this paper, we introduce research on nearly real-time eye

gaze estimation. We use low-priced RGB cameras to capture

eyes gaze frames. Those frames are processed by economical

edge devices to find out where a person stares at. More

specifically, we first reflect a shopping environment where a

customer looks at a shelf to buy goods, groceries. We then find

an optimal position inside the shelf to set up an RGB camera.

This position supports the camera appropriately grasping the

customer’s eyes gaze. Afterward, we build a deep eye gaze

estimation network for edge devices. In this network, images

captured from an RBG camera are first fed into a face detection

module. Subsequently, facial landmark detection is employed

to find key points on facial images. Finally, gaze estimation is

accurately estimated from those obtained key points. We use

few-shot learning to reduce the number of samples require

to fine-tune a deep gaze estimation network. This few-shot

learning also makes our work more easily to be deployed in

a real-world application because we can fine-tune our deep

network within a few samples. In the experiment, we perform

our implemented system on NVIDIA Jetson TX2. We achieve

a reasonable speed, 12 FPS which is faster compared with our

reference work, without much degradation of gaze estimation

accuracy. We also prove that the camera should be set up in

an optimal position to increase gaze estimation accuracy.

This paper is organized as follows. Section II presents our

based research. In Section III, we logically find an optimal

camera position that supports the camera to accurately esti-

mate a person’s eyes gaze. Subsequently, we demonstrate our

method with several experiments in Section IV. Finally, we

conclude this paper with a future research direction.

II. RELATED WORKS

In gaze estimation, we first need to detect faces using

face detectors [3]–[6]. MTCNN proposed in [4] is a fast

and efficient facial detection model. MTCNN composes of

deep cascaded networks, Proposal Network (P-Net), Refine-

ment Network (R-Net), and Output Network (O-Net). These

three networks exploit the properties correlation between face

alignment (in R-Net) and face detection (in P-Net) to increase

the performance of face detection (in O-Net). Furthermore,

the authors propose a new online hard sample mining strategy

360978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



leading to an improvement during the training process with

fewer manual factors.

Facial landmarks [7], [8] to find key points (68 landmarks)

on detected faces, is the next crucial step for gaze estimation.

Facial landmark detectors essentially try to label and localize

the seven facial regions as follows: (1) Right eyebrow, (2) Left

eyebrow, (3) Right eye, (4) Left eye, (5) Nose, (6) Mouth,

and (7) Jaw. More specifically, the authors [7] propose a

general framework based on gradient boosting for learning

an ensemble of regression trees that optimizes the sum of

square error loss and naturally handles missing or partially

labeled data. In short, an ensemble regression trees is trained

to estimate the face’s landmark positions directly from a sparse

subset of pixel intensities. Notably, their result can achieve

face alignment in milliseconds for a single image. This result

brings us a chance to implement facial landmark detection

on edge devices where we do not have many computational

resources. Fortunately, this module was well implemented in

Dlib [9]. In contrast, in [8] the authors propose a HRNetV2, a

modification on HRNet [10], to work high-resolution represen-

tation learning. This learning leads to stronger representations

and higher landmark localization accuracy. Hence, we use this

HRNetV2 to detect facial landmarks while fine-tuning our

gaze estimation network. It has high accuracy but not fast

compared to [7].

Gaze estimation [11], [12] is a process to predict where a

person is gazing at given an image with the person’s full face.

Similar to our approach [13] argued that each person has a dis-

tinct gaze, a person-specific gaze. It leads to limit the accuracy

of person-independent gaze estimation networks. Hence, they

propose personalizing gaze networks. This network encodes

face appearance, gaze direction, and head rotation into latent

space by using a disentangling encoder-decoder architecture.

Their method allows the network to learn person-specific gaze

within a few samples (less than nine samples).

Thanks to a real-time detecting eye blink algorithm pro-

posed in [14], we can determine whether eyes are widely

opened or slightly closed. They first use landmark positions

to calculate the eye aspect ratio (EAR). A Support Vector

Machine [15] classifier is subsequently employed to determine

whether eyes are blinking or non-blinking pattern based on

EAR value. In our approach, this EAR allows us to check

whether our camera position set up on the shelf is optimal or

not because eyes are slightly narrower when a person’s eyes

look downward. Given a camera position, we can check this

EAR value to determine the position can avoid the above effect

or not.

In [16], [17], the authors argue that the limitation of accu-

racy from facial landmark detection comes from the training

process, which is lack of quality and quantity of annotated

face databases. The databases mostly were manually annotated

by a trained expert and the fatigue factor is hard to avoid

which lead to the error during the works. Hence, Sagonas et

al. [16], [17] propose a unified annotation pipeline with a semi-

automatic annotation system. They use Active Orientation

Models (AOMs) generative models [18] to train their network

Fig. 1. (a) We ideally model a shelf in a store, (b) each item is mapped to a
labeled rectangle number from the top-left to the bottom-right, (c) a simplified
version of a shelf in a store.

with an image from mixed expression and viewing angle.

The resulted train model can generate accurate annotation in

different conditions and can be generalized to unseen images.

Along with the problem of the database, the authors [19]

further introduce a data normalization method to combine the

images and gaze direction to a normalized space, which can

cancel out the varieties of head and eye pose positions.

III. SYSTEM OVERVIEW

We ideally model a physical store in our research environ-

ment with a shelf as shown in Fig. 1. It has goods and groceries

placed separately in different positions on the shelf. In Fig. 1

(a), a user stands closely 0.75 meters and far at most 1.5 meters

from the shelf. In Fig. 1 (b), we divide the shelf into 36 (6x6)

rectangles labeled from 1 at the top-left to 36 at the bottom

right. Each rectangle has a size of 17 centimeters in width

and 23 centimeters in height. Each item is mapped/encoded to

one or two rectangles. To simplify, in Fig. 1 (c), we remove

groceries and put a large paper with printed 36 rectangles onto

the shelf. The camera is located somewhere inside the shelf

behind the large white paper. If a unit measurement is not

specified, we use centimeters throughout our paper.

Fig. 2 illustrates a side view projection of Fig. 1 (a)

(projection from left to right). We name B is at the top, C is

at the bottom (of the large white paper, not the floor), D is

at the camera location on the shelf. A locates at the person’s

eyes (or middle of them). From the eyes to B, D, and C, we

have two angles α1 = B̂AD, α2 = D̂AC. The camera should

be in the optimal position so that when a person’s head rotates

vertically (up and down, or pitch in Euler angle), AD should

equally divide the angle B̂AC created when the person looks

at the top and bottom of the shelf as shown in Fig. 2. In other

words, the camera should make this equality α1 = α2 happens.

A person looks at the shelf while standing in the range 750

to 1500 centimeters far from the shelf.

Fig. 3 shows an example of nonoptimal camera position

(24.5 cm from the top of the shelf) where α1 6= α2. A person

who looks downward with his open eyes. However, the camera

determines his eyes are mostly closed. We (humans) tend to
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Fig. 2. A shelf with 181 (cm) height and width of 102 (cm). A person stands
away from the shelf with a distance ranging from 750 to 1500 (cm). The
camera places optimally at the center width and 55.5 (cm) from the top. (A)
represents the person’s eyes (or middle of them), (B) top of the shelf, (C)
bottom of the large white paper, not floor, (D) is the optimal camera position
on the self.

Fig. 3. A person looks downward to the bottom of the shelf. His eye is widely
opened, but the camera position is set up inappropriately (about 24.5 cm from
the top of the shelf) resulting in the camera looks at him with mostly closed
eyes. We experimentally detect facial landmarks [16], [17], [20] to calculate
Eye Aspect Ratio (EAR) proposed in [14]. This EAR characterizes how eyes
are largely or small opened. In [14], the authors determine that eyes are widely
opened with EAR above 0.2. If we inappropriately set up the camera, we can
obtain EAR 0.0667 with open eyes as shown on the left side.

open our eyes wider while looking upward and oppositely

narrower while looking downward. This unwanted effect leads

to our eye gaze algorithm (deep learning algorithm) misunder-

stands that his eyes are closed. The reason is that we train our

deep learning model with a dataset with eyes straightly look

at a camera. It has no idea to determine whether eyes look

downward and are widely opened. We experimentally detect

facial landmarks [16], [17], [20] to calculate Eye Aspect Ratio

(EAR) proposed in [14]. This EAR characterizes how eyes

are largely or small opened. In [14], the authors determine

that eyes are widely opened with EAR above 0.2. If we

inappropriately set up the camera, we can obtain EAR 0.0667

with open eyes as shown on the left side.

In Fig. 2, BC = 138 cm is the height of the white large

paper, 750 ≤ d ≤ 1500 cm is the distance between the

shelf and a person, h is the height of a person minus 4.8

cm (approximation distance from eyes to the top of head).

b = 181 cm is the height of the shelf. We apply one property

of bisection, if α1 = α2 then BD : DC = AB : AC. In this

equality, we have already known BC, while AB and AC can

be calculated by using Pythagorean theorem. Given h is the

TABLE I
CAMERA IS PLACED 55.5 CM FROM THE TOP OF THE SHELF. A PERSON

WITH 1800 CM HEIGHT IS RECOMMENDED TO STAY AWAY FROM THE

SHELF AT 1212.1 CM.

Item Person Height Distance from the shelf

1 1500 851.453

2 1550 928.174

3 1600 996.515

4 1650 1058.101

5 1700 1114.053

6 1750 1165.182

7 1800 1212.100

Fig. 4. Workflow of our gaze estimation system. It is largely inspired by FAZE
proposed in [13]. We use MTCNN [4] for face detection and HRNetv2 [8]
for facial landmark detection in fine-tuning. In inference, these two tasks are
computationally expensive for edge devices. Hence, we replace the MTCNN
module with a similar one but implemented in TensorRT [22], TensorRT
MTCNN. Though HRNetv2 has high accuracy, we replace it with a landmark
detection module in Dlib [7], [9].

height of a person, we look to find a position d. The height

follows Gaussian distribution with the global mean height for

159 cm for women and men 171 cm [21]. From DC
BD

= AC
AB

, we

have AC
AB

+1 = BC
DB

. Using this fact, we put (1), (2) altogether

and have equation (3). It has three variables d, h and DB,

(b − BC = 43). We randomly generate h with its Gaussian

distribution (mean is 165, standard deviation is 6), and d is

uniformly distributed in the range [750, 1500] and obtain DB

is optimal at 55.5 cm from the top of the shelf.

AB =
√

d2 + (b− h)2. (1)

AC =
√

d2 + (h− (b− 138))2. (2)

DB =
138

√

d2 + (h− 43)2
√

d2 + (b− h)2 +
√

d2 + (h− 43)2
. (3)

If the camera optimally places at 55.5 cm from the top

of the shelf, Table I depicts that a person with a specific

height must stay far from the shelf to increase gaze estimation

accuracy. For example, a person with 170 cm height (we ignore

a space from eyes to the top of the human head for simplifying

explanation) is recommended to stay away from the shelf at

1114.053 cm.

We use few shot learning techniques to reduce time to

fine-tune our deep gaze estimation network. These techniques

make our gaze estimation module applicable in real-world
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Fig. 5. Working with multiprocessing. Our algorithm cannot process to find
gaze location in real-time (30 FPS). We use a queue with two processes.
One process named “Camera Process” puts images captured from a camera
into the queue. Another process named “EyeGaze Process” obtains the latest
recent images in that queue and starts processing to estimate gaze location

applications where we do not have much data to train. It also

supports us utilize existing eye gaze research in our configured

environment. We intensively inherit FAZE proposed in [13] to

build our gaze estimation network. Fig. 4 shows the overall

workflow of FAZE. They use MTCNN [4] for face detection

and HRNet [8] for facial landmark detection. These two

tasks are computationally expensive. Hence, we replace the

MTCNN module with a similar one but implemented in

TensorRT [22], TensorRT MTCNN Face Detector. Though

HRNetv2 has high accuracy, we replace it with a landmark

detection module in Dlib [7], [9]. Facial landmark detection

in Dlib is fast, which is fairly real-time without degrading

accuracy compared with HRNetv2. To maintain high accuracy

of inference, we still use the original HRNetv2 and MTCNN

to finetune FAZE model. We only use these two replacement

modules in inference on edge devices. We use data normaliza-

tion proposed in [19] to cancel out the significant variability

in head pose such as head rotation with respect to the camera.

Despite our great effort, we cannot achieve real-time pro-

cessing (30 FPS) in edge devices such as Jetson TX2. It can

only run 10 to 15 FPS. Hence, we use multiprocessing and

queue to ignore frames from the camera. Suppose our gaze

estimation algorithm works on frame fi, it moves to work on

the next latest frame capture from the camera fj (i > 0, j >

i + 1, i, j ∈ N). All frames {fi+1, ..., fj−1} captured during

processing frame fi are discarded. This procedure ensures that

we always capture changes in a person’s head such as rotation.

Fig. 5 illustrates our idea of using a queue. We use a queue

with two processes. One process named “Camera Process”

puts images captured from a camera into the queue. Another

process named “EyeGaze Process” obtains the latest recent

images in that queue and starts processing to estimate gaze

location.

IV. EXPERIMENTS

We put a large white paper into the shelf to simulation our

real-world shopping environment as shown in Fig. 1 and Fig. 2.

It has a width of 102 cm and a height of 138 cm. We divide

it into 36 equal rectangles size 17 cm in width and 23 cm in

Fig. 6. Mapping from the physical world to screen monitor for visualization.
We use the coordinates axis (0,0) at the top-left corner of the shelf to label
location of each point center at each rectangle. However, our algorithm only
works with the coordinates axis (0,0) at the camera pinhole location (large
green dot).

height. The camera is always at the center of width and down

from the top at 55.5 cm (calculated optimal position in Section

III) as shown in Fig. 6. We use the coordinates axis (0,0) at

the top-left corner of the shelf to label the location of each

point center at each rectangle. However, our algorithm works

with the coordinates axis (0,0) at the camera pinhole location.

We obtain our custom dataset to fine-tune our gaze estimation

module by asking a user constantly looking at each point

centered at each rectangle. In this experiment, we only have

one participant. The paper (size 102x138 cm) is mapped to a

screen monitor and still maintains the width height ratio. This

mapping supports us to visualize our process on the monitor

while collecting dataset.

More specifically, we make a Python script to output one

video file and one Pickle file [23] contains ground truth (with

the origin of the coordinates axis (0,0) at the top-left corner

of the shelf). A person needs to look at 36 points (centered at

each rectangle) to collect a calibration dataset. We select ten

frames at each point. These ten frames contain images that

specify a person constantly looks at one point (out of 36).

Hence, we have a total of 360 frames in one calibration video.

However, to fine-tune our deep learning model, we only use

three random images for training and one image for validation

from those ten collected images of a given point. In Fig. 6,

there have thirty-six labeled squares ranging from 1 to 36. We

experimentally find that fine-tuning and validation locations

should be equally distributed in the shelf in order to avoid

bias in any region (left, right, top, down) respect to camera

location. Hence, We use squares with number {8, 11, 26, 29}
for validation. Those points location are equally located with

respected to camera location. The rest 32 points are used in

different sets of fine-tuning as shown in Table II.

Our implementation is intensively based on a few shot

learning [13]. We ignore the training phrase since their model

was fairly trained with the following number of calibration

points {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
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Fig. 7. We fine-tune FAZE network using five different sets of points (located
at each rectangle) shown in Table II. If we fine-tune with two points, validation
loss increases compared to other sets. Hence, each person needs at least four
samples to fine-tune FAZE network. As we increase the number of samples
(points) to fine-tune the gaze estimation network, validation loss reduces
accordingly.

TABLE II
DIFFERENCE TRAINING (FINE-TUNING) SETS OF POINTS. EACH POINT

CENTERED AT EACH RECTANGLE.

Item Tuning points Point indexes

1 2 6, 31

2 4 3, 13, 18, 33

3 8 1, 3, 6, 13, 18, 31, 33, 36

4 16 1, 3, 4, 6, 13, 15, 16, 18, 19, 21, 22, 24, 31, 33,
34, 36

1, 2, 3, 4, 5, 6, 7, 9, 10, 12, 13, 14, 15, 16, 17,
5 32 18, 19, 20, 21, 22, 23, 24, 25, 27, 28, 30, 31,

32, 33, 34, 35, 36

17, 18, 32, 64, 128, 256}. We do not re-train their network

and only use their pre-trained weight on inference. Logically,

gaze estimation accuracy can be improved if we increase the

number of calibration points. However, we do not have enough

time and labor resources to label our custom dataset. Hence,

we use different sets of points to find the reasonable number

of calibration points shown in Table II. As mentioned earlier,

we fix four points to validate the fine-tuning process.

Fig. 7 illustrates fine-tuning loss (training and validation)

with respect to an epoch. If we fine-tune with two points,

validation loss increases compared to other sets. Hence, each

person needs at least four samples to fine-tune FAZE network.

As we increase the number of samples (points), to fine-tune the

gaze estimation network, validation loss reduces accordingly.

Fig. 8 visually shows the output while fine-tuning our gaze

network. RGB images are feed into our system. Our system

outputs (1) face bounding box [4], (2) facial landmark [8],

(3) head pose, (4) eyes patch after normalization [19]. We

also output (5) the location of where the user gazes at. For

Fig. 8. We display the appearance of a person with (1) face bounding box
[4], (2) facial landmark [8], (3) head pose, (4) eyes patch after normalization
[19]. We also output (5) the location of where the user gazes at. For example,
a user attentively looks at the square number eleven.
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Fig. 9. We set up an RGB camera to capture frames from two different
locations centered along the width. (1) optimal position 55.5 cm, and non-
optimal position 24.5 cm from the top of the shelf. Fine-tuning results with
two sets of 32 and 4 points from Table II. It shows that the camera at position
25.4 cm cannot reduce training and validation loss even though we increase
the number of samples from 4 to 32.

example, a user attentively looks at the square number eleven.

If we set up a camera to capture frames inappropriately, we

cannot archive high-accuracy gaze estimation. As shown in

Fig. 9, we set up an RGB camera to capture frames from two

different locations. We compare training and validation loss

of two camera positions which are 55.5 and 25.4 cm from

the top of the shelf. It shows that the camera at position 25.4

cm cannot reduce training and validation loss even though

we increase the number of samples from 4 to 32. Especially,

fine-tuning with 32 points even increases validation loss and

maintains at 8. Oppositely, the camera at position 55.5 cm

logically reduces training and validation loss to 2. Despite our

hard efforts in finding a camera position, we still face the eyes-

looking effects shown in Fig. 10. Though, we mathematically

find the optimal camera position 55.5 cm from the top. The

eye-looking effect still prevents us to obtain equally opened
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Fig. 10. We (humans) tend to open our eyes wider while looking upward
and oppositely narrower while looking downward. We have found the optimal
position of the camera (55.5 cm from the top) but this effect prevents us to
equally capture opened eyes when looking upward and downward. However,
we have overcome the effect and estimate eyes gaze more accurately compared
to what we can obtain in Fig. 3.

Fig. 11. Our experiment with the optimal camera position at 55.5 cm from
the top of the shelf. A user gazes at rectangle number 19 (leftmost side).
Our gaze estimation module correctly identifies the user’s gazing (shown in
a white rectangle). It skips one to five frames in order to process real-time
images captured from the camera. The processing speed is about 10 to 15
FPS.

eyes when looking upward and downward but it is much better

compared to what we can obtain in Fig. 3.

Fig. 11 shows the final output of our experiment with the

optimal camera position at 55.5 cm from the top of the shelf.

A user gazes at rectangle number 19 (left side). Our gaze

estimation module correctly identifies the user’s gazing (shown

in a white rectangle, right side). It skips one to five frames

to process the latest images captured from the camera. A

few captured images are discarded to ensure that our gaze

estimation algorithm is not stuck or keeps processing past

frames. Every change of personal appearance such as head

rotation, eyes blink is constantly processed. The processing

speed is about 10 to 15 FPS.

V. CONCLUSION

In this paper, we bring research in gaze estimation to a real-

world application. Gaze estimation has been done intensively

in the literature, but it has many limitations and far beyond

real-world constraints. We bridge the gap to find the optimal

position for the camera. This effort maintains high accuracy

grasped from our reference research. Then, we implement

to run state-of-the-art gaze estimation on edge devices. Our

experiment proves that setting the camera at an appropriate

position supports us to obtain eyes gaze correctly. It results

in maintaining high accuracy compared to the results that

have been done in the research environment. However, we

only consider a scenario in which only one person statically

standing in front of the camera and has no movement such

as walking. Furthermore, the 3D shape of the face around

the eyes strongly affects the gaze estimation accuracy so that

the optimal camera position may be different among different

people. In the future, we intend to experimentally and quan-

titatively confirm our optimal camera position with data from

multiple participants. Additionally, we plan multiple cameras

to avoid constraints from our current research environment

making it more realistic. We can also extend it to a scenario

where many people move around while looking at the camera.
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Abstract— We propose an approach using federated 

learning for predicting Wi-Fi and LTE transmission control 

protocol (TCP) throughput to reduce the delay between the 

output of prediction results and the problem of security risks 

by sharing the datasets, which is a problem with conventional 

machine learning methods. The proposed method collects 

measurement datasets such as received signal strength index 

from distributed edge devices. Then, a shared learning model 

is created using the measured dataset on the server. The 

created model is retrieved by edge devices at any time and 

used to predict TCP throughput. To evaluate the effectiveness 

of the proposed method, we perform the emulation evaluation 

using measured datasets obtained in a real environment.  The 

emulation results reveal that the proposed method can 

skillfully predict the TCP throughput in the realistic 

communications. Additionally, the prediction accuracy of the 

TCP throughput can be improved by creating a learning 

model for each network area. 

Keywords— Federated Learning, Deep-Neural-Network, 

TCP Throughput, Crowd Sensing, Android 

I. INTRODUCTION

In recent years, methods that directly implement 
machine learning models on edge devices such as 
smartphones to perform everything from training to 
prediction have been attracting attention [1]-[5]. In 
conventional methods, the learning models are often placed 
in cloud services due to the advantages of scalable storage 
of large amounts of training data and the availability of 
high-performance processing functions [6][7]. However, if 
we try to complete the entire process from training to 
prediction in the cloud, it will take a long time for the edge 
devices to get the prediction results due to the delay caused 
by communication time. In addition, the exchange of data 
used for learning itself requires a large amount of 
communication, which poses a cost issue [8]. On the other 
hand, if learning and prediction are completed only by the 
edge device, prediction results can be obtained quickly, but 
the data used for learning is limited to the device itself. 
Federated Learning [1] is a method that leverages both the 
advantages of the cloud, where multiple devices can share 
their learning status, and the advantages of prediction on 
edge devices. In this paper, we focus on an approach to 
predict transmission control protocol (TCP) throughput 
using federated learning. In federated learning, learning and 
prediction is done by edge devices, while the learning status 
of the learning model is collected and shared on a server (we 
do not mention federated learning where edge devices share 
the learning model directly with each other). A device with 
a small amount of observation data can obtain highly 
accurate prediction results by downloading the weight 
parameters of the learning model learned by other devices. 

A feature of this system is that it does not share the training 
data, but only the weight parameters of the training model. 
This solves the problems of security, communication 
volume, and implementation cost that conventional machine 
learning methods have faced [9]. 

II. PROPOSED METHOD

A. Federated Learning

In the federated learning used in this study, the weight
parameters of each device are shared with other devices by 
uploading the data to one dedicated servers for sharing. All 
the machine learning models used in this study are Deep-
Neural-Network (DNN), and the network used for 
prediction is Wi-Fi. TABLE I shows the list of features used 
for training. The movement speed shown here is calculated 
from the temporal variation of location information, and is 
obtained using a library provided in advance for Android. 

B. System Model

To build training models, we use Keras (in TensorFlow),
a high-level neural network development library provided 
by Google [10]. We use TensorFlow because it can be easily 
converted into learning models optimized for mobile 
environments such as smartphones using existing APIs [11]. 
The hyper-parameters of the learning model are set to the 
values shown in TABLE II. To determine the hyper-
parameters, we used a dataset obtained with the same 
equipment and methods as those used to create the dataset 
in "III. THROUGHPUT PREDICTION" described below. 
The dataset used for parameter tuning is not used for any 
other purpose than tuning. Since it is not practical to adjust 
the learning models of all the devices one by one, the values 
in TABLE II are fixed.  When recording the learning status 
of the learning model to be used in this study, the file size 
for recording one machine learning model is always about 
10kByte, regardless of the measurement time. This is 
smaller than the data size of about 2000kByte for 24 hours 
of measurement of the values in TABLE I at one per second. 
Keeping the file size small is an important consideration 
because it leads to a reduction in operational costs and 
communication time. 

C. Implementation of the Federated Learning System

We implemented a federated learning system on a
computer that operates using the measured data. In the 
following, the device that manages the learning model 
(shared model) shared by multiple terminals is called the 
"global node," and the terminal that collects data and 
performs learning and prediction, corresponding to an edge 
device, is called the "local node."  
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TABLE I. INPUT/OUTPUT PARAMETERS TO THE MACHINE 
LEARNING MODEL 

Feature  Description Type 

Network ID Wi-Fi router identification number 

Input 

RSSI Received Signal Strength Indicator 

Latitude Location info. measured by smartphone 

Longitude Location info. measured by smartphone 

Week Parameters assigned to days of the week from 
0 to 6. 

Hour Hour is expressed as a number from 0 to 23. 

Speed Smartphone movement speed 

Throughput Downlink TCP Throughput Output 

TABLE II. CONFIGURATION PARAMETERS OF THE MACHINE 
LEARNING MODEL 

Variable Parameter 

Epoch number 500 (Introduce Early-Stopping with patience=10) 
Neurons count of 
Hidden layer 32  

Number of hidden 
layers 1 

Initial learning rate 0.001 

Normalization rate 0.01 (L2 Normalization) 

Dropout rate (Not used) 
Data ratio for cross-
validation 20% 

Loss function Mean Square Error (MSE) 

Activation function ReLU 

Fig.1 shows the system model of the implemented 
federated learning. In this study, we do not consider the 
communication time and communication errors between 
nodes, and local nodes do not communicate directly with 
each other. In addition, we did not use any public libraries 
to implement the federated learning itself, but implemented 
it ourselves. 

D. Updating of Shared Model

The basic flow of federated learning is to iterate the
process of updating the shared model until the learning 
converges. First, the global node sends a request to the local 
node to send the learning results to the global node. Next, 
the local node that responds to the request learns with its 
own data and shares only the weight parameters that are the 
results of learning. Finally, the shared weight parameters 
are processed based on the Federated Averaging algorithm 
to update the weight parameters of the shared model. This 
algorithm is expressed in Equation (1) [1]. 

Where � is the weight matrix of the shared model, � is the
number of local nodes, ��  is the number of records of
training data used by local node � , �  is the number of 
records of training data used by all local nodes, and �� is
the weight matrix of the training model at local node �. 

TABLE III. THE EXPERIMENT SPECIFICATIONS 

Number Type Overview 

(1) Device Android11, Sharp Aquos R3 

(2) Device Android6, Huawei MediaPad 

(3) Device Android11, GalaxyS10 

(4) Router 
Buffalo, WSR-1166DHP6 (Router A) 

NEC, AtermWR8370N (Router B) 

(5) PC 

Lenovo, ThinkCenterM715qTiny 
Router A is connected with a wired LAN cable. 

Lenovo, ThinkCenterM715qTiny 
Router B is connected with a wired LAN cable. 

Fig. 1. System model (The global node is assumed to be operated by a 
serverless cloud service, and the local node is considered to be a 
smartphone with the Android OS. In this verification, the nodes are 
pseudo-split on the computer.) 

Each local node reacquires the shared model when it is 
updated. At this stage, it is not yet possible to derive an 
appropriate value for the frequency with which the global 
node updates the shared model. In the literature [1], it is 
said that it is desirable to update the model at noon when 
many terminals are gathered and at night when terminals 
are not operated. 

III. THROUGHPUT PREDICTION

A. Dataset Preparation

Using the actual measured data, we evaluate the
prediction accuracy of the throughput. 

To obtain measured datasets, we used our own Android 
application and the open-source-software "iPerf3". iPerf3 
is a popular software for measuring the maximum 
throughput. The reason why we chose to use a home-grown 
application is that there is no application that can measure 
the values that we put into the input features of the training 
model. However, by creating a home-made application, we 
can be flexible when we want to change the features we 
want to measure. In addition, application development will 
be necessary when we try to train and predict machine 
learning models on Android in the future, so we decided to 
create our own application. The data measured by the two 
software are merged in a time series and treated as a single 
dataset. 

Table III shows the experiment specifications. To create 
the free Wi-Fi environment in the city, the two routers were 
placed on the second floor of a building. The building exists 
in a suburban area of Tokyo. We obtained measured dataset 
while walking around the communication area. In the 
measurement, the smartphones were held in our hands. 
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Fig. 2. Predicted mean square error of the proposed method using 
federated learning and comparison method (comparison method does not 
use federated learning) 

The results presented here have been validated on three 
datasets. All datasets were created with three smartphones, 
and one dataset contains only the data measured by one 
smartphone. 

The three smartphones started and ended their 
measurements almost simultaneously. The datasets used 
were also pre-processed. Among the features used for 
training, "week" and "time" were calculated from time 
stamps. The instantaneous values of throughput were then 
averaged every 5[s] in order to build an accurate learning 
model. The data was shuffled in uniform distribution so that 
the time series would be randomized. This preprocessing is 
used in many machine learning methods to construct an 
accurate learning model. 

B. Details

In the performance evaluation, the two local nodes and
one global node are used. In the evaluation, the two datasets 
are used as the training data in the two local nodes. Another 
dataset is utilized as the test data. The validation results are 
recorded with different combinations of datasets, and the 
average prediction error is calculated. The assumption is 
that the combination pattern will not be changed until the 
shared model converges.  To speed up the training of the 
shared model, only one dataset is assigned to each local 
node, and the same data is always used for training. 

This paper uses DNN as a comparison method. This 
method inputs all the data into one DNN training model for 
one update. The structure and hyper-parameters of the 
learning model of the comparison method are the same as 
those of the proposed method. 

C. Results

Fig. 2 shows the error (Mean Squared Error, MSE)
between the prediction results of the federated learning and 
comparison methods and the measured throughput values 
when the shared model is updated a total of nine times. The 
results show that federated learning, which updates only the 
weights, provides the same level of prediction accuracy as 
the comparison method. Here, the convergence of learning 
using coalitional learning is a little faster. However, we do 
not compare the convergence speed this time because the 
assumption that the same data is always used for training  

Fig. 3. Comparison of measured and predicted maximum TCP 
throughput values for DownLink (DL) (the prediction was made using a 
shared model that was updated seven times with minimal error) 

the local model was introduced to make the learning 
converge faster.  Fig. 3 shows the prediction results of the 
throughput in federated learning when the prediction error 
is the smallest for a single data pattern. A shared model that 
has been updated seven times is used to output the 
predictions shown in Fig. 3. This result shows that it can be 
seen that once the learning converges, the throughput can 
be predicted approximately even if parameters other than 
throughput are given as input. However, there is room for 
improvement in the prediction accuracy. 

D. Discussion

From the results of the verification, it can be seen that
the prediction of the points where the throughput increases 
or decreases drastically is almost complete, but it does not 
fully follow the scale. For example, we switched the router 
to which we connected 360 seconds after the start of the 
measurement, and although the average throughput tends 
to be lower for the router connected first than for the router 
connected later, the prediction result shows that the average 
throughput is constant regardless of the access point 
connected. This result shows a trend that is not good for 
prediction. The learning model has not learned that the 
throughput value may change largely even if the input 
features change little. However, this unfavorable trend was 
expected before the verification. Therefore, we included 
location information and base station IDs (Network IDs) as 
input parameters so that the learning model could 
determine the differences in the characteristics of each 
access point. However, as the result shows, the expected 
results were not obtained. 

 In the next chapter, we propose a solution to this 
problem by narrowing down the target of the learning 
model. 

IV. ADDITIONAL VERIFICATION OF THROUGHPUT 
PREDICTION 

This paper has only considered one shared model. 
However, the prediction error remains in the proposed 
method as described in Sect. III-C. Thus, we attempt to 
improve the prediction accuracy of throughput by creating 
a learning model for each area. 
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Fig. 4. Before/after comparison when changing the shared model's 
prediction target area 

Fig. 5. Prediction results for measured values with large scale change in 
throughput using the shared model created before narrowing the area for 
prediction. 

A. Details of Additional Validation

Fig. 4 shows an improvement of the proposed method.
In the above figure that is represented as 'Before', a same 
shared model is used in all areas. Meanwhile, in the below 
figure, different models are utilized among areas. The local 
node switches the machine learning model for each access 
point. Using different models according to the area, the 
prediction accuracy of throughput can be improved. 

This section verifies how much the prediction accuracy 
improves when the target of the learning model is narrowed 
down. In the additional validation, we use the same dataset 
as in Sect. III so that the prediction accuracy can be easily 
compared. For the sake of explanation, we name the routers 
used as connection points as Router A and Router B, 
respectively. In order to prepare a local node learning 
model and a shared model for each area, the datasets used 
for prediction must be only those for the same area. For 
example, if we want to predict the throughput of Router A, 
we should use only the dataset for Router A. As it is, the 
dataset used in Sect. III is recorded in a single file regard- 

Fig. 6. Throughput prediction results in the same area by a learning 
model that predicts the communication-capable area of Router B. 

Fig. 7. Throughput prediction results in the same area by a learning 
model that predicts the communication-capable area of Router B. 

Fig. 8. Before/After narrowing the area for prediction 

less of the number of access points to be connected. 
Therefore, the dataset was divided into separate files for 
each connection point before this verification. In other 
words, each of the three datasets was split into two files, 
one for Router A and one for Router B, and then the 
prediction accuracy was evaluated for each area. In other 
words, each of the three datasets will be split into one for 
Router A and one for Router B. 
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B. Results of Additional Validation

Fig. 5 shows the results of predicting the average
throughput of each access point with the shared model 
before narrowing down the prediction target. Fig. 6 and Fig. 
7 show the results of prediction using the same measured 
values as in Fig. 5, but with different learning models for 
each router. 

When comparing Fig. 8 shows the number of updates 
of the shared model and the error between the throughput 
prediction results of the shared model and the actual 
measured values. The errors in this Fig. are averaged over 
three patterns, each with different test data. From the results, 
we can expect a much better prediction accuracy. 

C. Discussion of Additional Validation

We have confirmed that narrowing down the target of
prediction has certain advantages in terms of improving 
prediction accuracy, but we will discuss the possible 
disadvantages. Among several possible problems, one that 
we should pay particular attention to is that it takes a long 
time for the learning of a particular shared model to 
converge. The assumption is that each shared model can 
only collect local models from users in its own area. By 
subdividing the prediction target into smaller and smaller 
areas, it will be easier for users not to gather in the target 
area, or for the observation time in the target area to be 
shorter than before. If a local model that has not been 
sufficiently trained is shared, and a shared model with low 
prediction accuracy is created, it may adversely affect the 
convergence speed of training and prediction accuracy of 
all terminals that receive the shared model. 

V. FUTURE WORK

A. Shared Model Transfer

We believe that transfer of training models can be
effective in dealing with the problem of local nodes not 
congregating in a particular area, and we show a simple 
example of transferring a training model in Fig. 9. We will 
not go into the details of the validation results here, but by 
comparing the results of training a trained shared model 
with an untrained shared model, and training the model 
with a dataset under the same conditions, we found that the 
accuracy and convergence time were better when the 
trained shared model was transferred. The verification we 
have done to date is limited to only those cases where the 
surrounding environment of the source and destination are 
similar. Therefore, depending on the surrounding 
environment and communication method, we may not 
always obtain good results. As a future work, we would like 
to conduct additional discussions along with the increase of 
the datasets. 

B. Learning on Smartphones

Understanding the workload of smartphones is also an
important issue. This is because smartphones have a limited 
drive time and can only process a limited number of tasks 
at a time. Even if the proposed method can reduce the 
security risk, it is difficult to share the weight parameters 
as a local node if the load on the smartphone is too high. 
Therefore, we are considering the use of TensorFlow Lite 
[11], which is expected to reduce the processing load of  

Fig. 9. A simple example of transferring a learned shared model to 
another area (comparing the method of learning from the transferred 
model with the method of learning from the unlearned model, and 
examining the difference in learning speed and prediction accuracy) 

Fig. 10. Image of a clustering method that supports multiple areas with a 
single shared model.) 

smartphones. This is expected to reduce the size of the 
model, thereby reducing not only the processing load but 
also the load on the device's storage. We plan to develop 
TensorFlow Lite models while confirming their 
performance in questionnaires to the extent that they do not 
impose a burden on users. 

C. Clustering of Shared Models

It is a good approach to reduce the total number of
shared models, because if we prepare training models for 
each area, there will be less information sharing from local 
nodes, and it may not be possible to perform sufficient 
training. The number of training models is a tradeoff 
between prediction accuracy and learning difficulty. If 
there are fewer training models, the number of local nodes 
that provide data to the shared model increases, making 
learning easier, but the prediction accuracy becomes worse 
because the area to be predicted is too large. On the other 
hand, if the number of training models is many, prediction 
accuracy can be expected to improve because only local 
areas need to be predicted, but the number of local nodes 
providing data to one shared model will decrease, and in 
the worst case, no one will provide data. These tradeoffs 
can be seen from the additional validation described earlier. 
Therefore, if the prediction accuracy can be maintained to 
some extent, we should cluster the areas. Specifically, if the 
performance of the surrounding environment and router 
devices are similar, and if there is no significant difference 
in prediction accuracy, the approach is to integrate them. 
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Fig. 10 shows an image of a shared model that is 
clustered. In the upper part of the figure, a training model 
is needed for each area before clustering, but if area 1 and 
area 2 are merged as shown in the lower part of the figure, 
the area that one training model is responsible for can be 
expanded. The clustering method will be an issue to be 
discussed carefully. 

VI. CONCLUSION

We proposed an approach using coalition learning to 
solve the problems of security risk, communication volume, 
and operational cost in throughput prediction using 
conventional machine learning. Using real data measured 
by smartphones, coalition learning was conducted, and it 
was confirmed that the prediction accuracy was equivalent 
to that of conventional methods. In addition, the case where 
the prediction accuracy is improved by narrowing down the 
prediction target was also examined, and its merits and 
demerits were discussed. 

This study was supported by JSPS Grants-in-Aid for 
Scientific Research JP18H01439 and 18KK0109. 
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Abstract—Human activity detection and classification (HADC)
has become a growing research issue due to the development
of sensor technologies, deep learning models, and the need
for the safety of people in smart spaces such as buildings
and factories. Various researchers have employed sensors with
different resolutions for HADC. However, the impact of sensor
resolution on the sensor data quality and the accuracy of the deep
learning algorithm in this field has been little discussed. In this
work, the impact of three different thermal sensor resolutions
was investigated while proposing a convolutional neural network
(CNN). The results showed that the proposed CNN displayed a
resolution-aware performance, being able to contain the impact of
a change in thermal sensor resolutions. Although the CNN model
had lower accuracy as the resolution was changed from 32x32 to
4x4H and 4x4, respectively. However, it was able to reduce the
type errors and maintain an average accuracy of 82.74%.

Index Terms—Activity Recognition, Deep Learning, Thermal
Sensor, Sensor Resolution.

I. INTRODUCTION

Detecting human activities using sensor-based methods has

attracted widespread attention in homes, factory shop floors

and smart building sectors [1]. Currently, Human activity

detection and classification (HADC) often comprises sensors

(environmental, visual, and wearables), combining capabilities

to provide and enable monitoring in different fields [2].

Existing technologies such as camera-based detection schemes

expose privacy from a camera, thus invading the privacy

of people whose activities are being monitored [3]. Also,

conventional wearable approaches cause discomfort to users

and sometimes require the cooperation of users for efficient

and successful deployment.

Compared to the approaches above, a thermal sensor detects

activity by concentrating the infrared (IR) energy radiated by

an object onto the photo-detectors [4]. The photo-detector, in

turn, transforms that energy into an electrical signal relative

to the IR energy emitted by the object with developed tech-

nology for improved and accurate activity detection. Thermal

sensors generally have distinct image pixel characteristics due

to the intentional distinction between their image generation

processes [5]. In recent years, some authors have proposed

diverse methodologies for detecting and recognizing objects

in thermal infrared imagery, particularly in sensing and human

activity (dynamic and static) recognition.

The authors in [5] provided insights on a wide range of sen-

sors used for HADC. The following thermal imaging sensors’

resolutions were outlined and described: 4x16, 8x8, and 16x16.

Emphasis was also placed on positioning and right sensor

placement as thermal array sensors have a narrow field of

view (FoV). In [6], sensor data from an 8x8 resolution thermal

sensor was extracted and processed using the J-Butterworth

and the Kalman filter. In [7] to reduce noise in the raw data

and achieve an enhanced HADC mechanism, the Long-Short-

Short Term Memory algorithm was the model used in [6] to

extract the data feature. However, the authors failed to explain

the environmental setup for their testbed..

In [8], two 4x16 low-resolution thermal sensors were used

to collect activity data. The sensors were stationed halfway

along a wall, and six different algorithms were trained. The

feed-forward neural network gave the best activity detection

accuracy, justifying the detection capability of Deep Learning

(DL) models for the purpose of HADC [9]. However, there

is no major evidence of existing work where the impact of

thermal array sensor resolutions has been fully investigated to

justify the impact or not of the resolution of thermal sensors

on the overall performance of HADC systems. Although, [10]

carried out similar modeling and achieved an accuracy of 80%

and 90% performances for vision-based and classification-

based workflows using the feature classification-based model.

However, their model was based on predicting occupancy only.

Lower resolution thermal sensors have a narrow FoV and

are usually implemented in pairs to widen their FoV [5].

Their advantage is that they introduce low noise due to little

interference during data gathering. On the other hand, a higher

resolution thermal sensor has a wider FoV and does not need

to be paired up with other thermal sensors. However, they are

subjected to noise interference [11]. There is a need, therefore,

to design a DL model that can handle the introduction of

noise interference as the resolution of sensors increases, as

DL models are also efficient in recognizing human dynamic

activities in line of sight and non-line of sight scenarios.

This study aims at exploring the resolution aware capacity

of three (3) different thermal sensor resolutions to train a DL

model for activity recognition by collecting data from these

three different sensors. The approach adopted in this work is

different from recent research, which only focuses on detection
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or classification of human activity and not resolution-aware

capacity. The main contribution of this work, with respect to

the state of the art, is the implementation of a Convolutional

Neural Network (CNN) applied to three different resolutions

of Omron Thermal Sensors (4x4, 4x4H, and 32x32) for HADC

and evaluating the resolution aware ability of each sensor using

the DL approach.

The contributions of this work are as outlined below:

1) To design a non-intrusive and low-cost activity recogni-

tion system test bed setup using three different thermal

sensors with different resolutions as the data acquisition

device.

2) To develop a CNN model that is resolution-aware and

able to handle the noise introduced by the increased

resolution of the thermal sensors.

3) To investigate the impact of sensor resolution and prove

that the model is resolution-aware, i.e., sensor data and

resolution do not affect the ability of the algorithm to

effectively detect and classify human activities.

The paper arrangement is thus: Section II is the proposed

framework, architecture, hardware design, and testbed. Sec-

tion III was devoted to experimental results and Section IV

concluded the paper.

II. SYSTEM MODEL

This section provided the background of the developed

framework, description of the sensor and hardware testbed,

software configuration, and the evaluation criteria on various

sensor prediction models. The stages of the HADC model

include raw sensor data collection in form of heatmaps, data

preprocessing to temperature values and data segmentation,

feature extraction and engineering, and the DL model.

A. Sensors Testbed and Setup

The system was designed by placing the sensor on a ceiling

located 2.5m meters away from ground level as shown in Fig.1,

measuring the heat received from the object and converting it

to temperature data. The choice of the ceiling is to achieve

a good FoV in line with the product data-sheet hence proper

placement of the sensor was established to ensure appropriate

FoV of the sensors to capture the object effectively [12]. Two

activity detection scenarios were designed namely; activity

(class 1) and no activity (class 0). The Omron sensors were

used because of their low noise, stable temperature values, and

easy-to-use properties.

The OMRON thermal sensor was developed with thermal

fire technology and which include a low noise amplifier,

a cap with a silicon lens, MEMS thermopile sensor chips,

and a microcontroller unit for converting analog signals to

digital signals. The thermal sensor technology recognizes the

combination of thermopile elements and ASICs into a unified

platform, resulting in a super-compact footprint and high res-

olution. The silicon lens captures radiated heat from an object

and directs it to the module’s thermopile. An electromotive

force is generated within this module and used to calculate

the temperature value via an analog circuit made available

Fig. 1. Sensor Placement in the Smart Space at 2.5m from the ceiling to
ensure target object is within FoV

through the use of the I2C protocol [13]. The description and

specifications of the sensors used are shown in Table I.

TABLE I
DESCRIPTION OF SENSORS USED

Sensor Name D6T-44L-06 D6T-44L-06H D6T-32L-01A

Sensor Elements

(in Pixels)
16 (4 x 4) 16 (4 x 4) 1024 (32 x 32)

Sensors Standpoint:

X-direction
Y-direction

X = 44.2◦

Y = 45.7◦
X = 44.2◦

Y = 45.7◦
X = 90.0◦

Y = 90.0◦

Distance: X & Y
X = 1.6m
Y = 1.69m

X = 2.44m
Y = 2.53m

X = 6m
Y = 6m

Temperature
Detection Range

5− 50
◦C 5− 200

◦C 0− 200
◦C

Current Consumed 5 mA 5 mA 19 mA

The sensors capture multiple frames within one second

because they are built to update temperature data every 300 ms

or less. Evaluation was performed by connecting the sensors

to the evaluation boards and Arduino with a harness cable

as shown in Fig. 2. Output specifications of the sensors are

digital values (binary codes) corresponding to the reference

temperature (known as heatmap). Data capture was performed

and processed using a low-cost desktop computer with an

Intel(R) Core(TM) i5-8500 CPU 3.00GHz processor, 8GB

RAM, and an NVIDIA GeForce GTX 1050 GPU running

on Windows 10. The OMRON sensor was linked to an

Arduino board- a microcontroller- to carry out this process.

The Arduino board reads sensor data and transmits it to the

sensor evaluation board via the UART interface.

Fig. 2. Set up and Hardware Configuration
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B. Hardware Requirements, Assemble and Software Configu-

ration

Hardware requirements and functionality are as follows:

Arduino Board (MKR WiFi 1010), Omron Sensor Evaluation

Board (2JCIE), Omron Sensors (D6T-44L-06, D6T-44L-06H,

D6T-32L-01A), Omron Harness Cable (2JCIE-HARNESS-01

for Arduino), USB and PC. The process of the hardware

assembly is shown in Fig. 2 and Fig. 3 are:

• Solder the evaluation board and connect it to the Arduino

board.

• Connect the USB cable to the Arduino board.

• Connect the omron harness cable to the omron evaluation

board.

• Connect the other end of the harness to the Omron sensor.

• Place the thermal sensor in the human detection area.

• Download Arduino IDE and install the package and set

up the driver.

• Connect the Arduino board to PC using the USB cable.

Fig. 3. Connecting the Sensor to the Evaluation Board prior to Placement

The steps for software configuration, visualization and data

acquisition are as follows:

• Download Arduino IDE from their official site

(www.Arduino.cc).

• Run the installation package and wait until the installation

is finished.

• Plug the assembled Arduino device, if there is a package

installation notification, click to install them.

• Arduino IDE is ready to use, write the code and upload

it using the upload button to run the code to the sensor.

• Add Arduino SAMD Core Library to Arduino IDE >

Tools menu > Boards > Boards Manager.

• Navigate to Device Manager in your Windows, make sure

that Arduino MKR WiFi 1010 is available in COM &

LPT ports.

• Set up the board and ports to be used in Arduino IDE

> Tools > Board > Arduino SAMD (32 Bits) Boards >

Arduino MKR WiFi 1010, and also the port > Tools >

Port > Arduino port.

• Select the thermal sensor type and Upload the thermal

data sketch to the Arduino interface as Zip file > Sketch

> Include Library > Add .ZIP library

• Compile and upload the code to generate the sensor data

from the thermal sensor

• Download the processing application to update tempera-

ture values generated from the Arduino interface.

C. Proposed Convolutional Neural Network (CNN)

Due to growing computational resources, CNN has been

widely adopted as a result of its full potential. [14], [15].

CNN extracts feature maps from a given dataset and learns

patterns from the convolutional operations of such a dataset.

The CNN model implemented in this work was built using the

popular deep learning platform - Keras library on a Jupyter

notebook. Standard Python libraries were used to provide

optimized implementations of each sensor data. Although

CNN is commonly used for image datasets, by using the 1D-

CNN, its benefits were exploited. Furthermore, with little or

no feature engineering, 1D CNNs have demonstrated to offer

state-of-the-art performance on HADC tasks. As shown in

Figure 4, the generated heat map, converted to temperature

data is captured by the CNN model for the purpose of the

HADC.

Fig. 4. Overall architecture of the HADC model showing the proposed 1D
CNN model and its layers

TABLE II
PARAMETER SETTINGS FOR PROPOSED CNN MODEL

CNN

Layer

Filter

Number

Kernel

Size

Activation

Function

1st Layer 64 5 ReLU

2nd Layer 64 7 ReLU

3rd Layer 256 7 ReLU

Max Pooling 2

Dropout 0.5

Loss Function Binary Cross Entropy

Optimizer Adam

The proposed 1D CNN consists of three (3) stacked con-

volutional layers with optimal parameter selection on each

layer. The set up of each layer and criteria is shown in

Table II. The convolutional layers summarize the presence
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of the input features by creating a feature map and applying

learned filters to the input dataset. The max-pooling layer

down samples these feature maps by summarizing the features

in patches [16]. To suppress over-fitting and co-dependency

among neurons during the training process, a drop-out of 0.5

neurons is added before the fully connected layer. The Adam

optimizer was used, given its benefits. The generated dataset is

split into 80% for training and 20% for testing. Up-sampling

was performed to deal with imbalanced data as activity data

was far greater than non-activity data. Finally, the dataset is

scaled using the standard scaler.

III. PERFORMANCE EVALUATION AND RESULT

This section presents the experimental results for the pro-

posed model on the three different sensor resolution types. As

shown in Fig. 5, the proposed 1D CNN showed resilience in

attaining appreciable linear accuracy as well as reduced errors

despite the impact of sensor resolution. The limiting factor of

using a larger thermal sensor array is noise. However, in this

work, there is no analysis of the amount of noise received from

the higher resolution sensor. Although, the aim of proposing

the DL model implemented in this work is to ensure that

the performance of the HADC model is not affected as the

resolution of sensors increases. The proposed model achieved

accuracy of 78.47%, 78.72% and 91.02% for 4x4, 4x4H and

32x32 thermal resolutions, respectively. It is agreeable that a

change in resolution affects accuracy. However, the proposed

CNN model maintained a reasonable average performance of

82.74%, thus resolution-aware.

Fig. 5. Accuracy and False Positives of the Thermal Sensor Resolutions for
Activity Recognition

Also, the result is presented with confusion matrix showing

the true positive, true negative, false positive and false negative

of the sensors in Fig. 6, Fig. 7, and Fig. 8 respectively. Since an

increase in resolution tends to increase the noise in the sensor

data, the goal of the CNN is to take care of the impact and

ensure that type I error (false positive) is kept to a minimum

no matter the increase in the resolution of the sensor and

data. From the confusion matrix, it can be observed that the

false positive or type I error of the proposed CNN for 4x4,

4x4H, and 32x32 resolutions are 7.88%, 6.17% and 2.99%

respectively. In the same vein, the type II error was effectively

managed too as shown in Fig. 9.

Fig. 6. Confusion Matrix of the proposed CNN using 4x4 Resolution Thermal
Sensor Data

Fig. 7. Confusion Matrix of the proposed CNN using 4x4H Resolution
Thermal Sensor Data

Fig. 8. Confusion Matrix of the proposed CNN using 32x32 Resolution
Thermal Sensor Data

IV. CONCLUSION

In this work, a CNN model was developed for detecting

and classifying human activities using different thermal sensor
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Fig. 9. CNN effectively handled the Type I and II errors despite the increase
in thermal sensor resolution

resolutions. The result shows that irrespective of the resolution

of sensors used in capturing the data, the proposed CNN

showed resilience in its ability to effectively detect and classify

the activities. It is a future research direction to explore other

DL and ensemble learning candidates as a way of investigating

their capabilities in comparison to the proposed CNN. The

proposed CNN showed appreciable accuracy performance

using thermal sensor resolutions of 4x4, 4x4H, and 32x32

respectively.
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AbstractÐWith the advancement and ubiquitousness of wear-
able devices, wearable sensor-based human activity recognition
(HAR) has become a prominent research area in the healthcare
domain and human-computer interaction. Inertial measurement
unit (IMU) which can provide a wide range of information such
as acceleration, angular velocity has become one of the most
commonly used sensors in HAR. Recently, with the growing
demand for soft and flexible wearable devices, mountable stretch
sensors have become a new promising modality in wearable
sensor-based HAR. In this paper, we propose a deep learning-
based multi-modality HAR framework which consists of three
IMUs and two fabric stretch sensors in order to evaluate the
potential of stretch sensors independently and in combination
with IMU sensors for the activity recognition task. Three different
deep learning algorithms: long short-term memory (LSTM),
convolutional neural network (CNN) and hybrid CNN-LSTM are
deployed to the sensor data for automatically extracting deep
features and performing activity classification. The impact of
sensor type on recognition accuracy of different activities is also
examined in this study. A dataset collected from the proposed
framework, namely iSPL IMU-Stretch and a public dataset called
w-HAR are used for experiments and performance evaluation.

Index TermsÐactivity recognition, IMUs, stretch sensors,
wearable sensors, deep learning

I. INTRODUCTION

Wearable sensor-based human activity recognition has be-

come an emerging research topic that uses body-worn motion

sensors to understand human behaviors, detecting abnormal

activities (e.g., fall, gait disorder), hence it helps to encourage

people to have healthier lifestyles and provides quick response

to emergency situations. Recent advances in micro electro-

mechanical system (MEMS) have enabled these sensors to

be shrunken to extremely small sizes and widely embedded

into smart wearable devices such as smartphones and smart-

watches. Therefore, in view of ubiquitousness and user privacy

preserving, this wearable sensor-based approach is preferred

in healthcare applications over other approaches that use radio

frequency signals or vision sensors.

One of the most commonly used wearable sensors in HAR

is the inertial measurement unit (IMU) which can contain a

variety of sensors such as motion sensor (accelerator), rotation

This research was supported by the Basic Science Research Program
through the National Research Foundation of Korea (NRF) funded by the
Ministry of Education (2021R1A6A1A03043144).

sensor (gyroscope) and magnetometer. BÈachlin et al. [1] use

two sensors, which provide 3-D acceleration and attach them

to the Parkinson disease patients’ leg (i.e., shank and thigh)

for detecting freezing of gait events. Authors in [2] and [3]

use data collected from accelerator and gyroscope embedded

in smartphones to recognize a wide range of daily living

activities and detect fall events. Although a growing body

of literature has successfully applied the inertial sensors to

HAR, these body-worn sensors are made of inflexible and

rigid materials that can be obtrusive, interfere with the user’s

natural movements, and lead to discomfort wearing experience

[4]. This limitation has urged researchers to take further action

on developing the next generation of wearable sensors.

In recent years, there has been considerable interest in

designing soft, textile wearable sensors and they have shown a

high potential in a variety of applications from the healthcare

domain to human-computer interaction. Prominent among

these sensors is the fabric stretch sensor also known as

strain sensor. The sensor can be stitched to the clothes or

directly attached to human skin to measure a wide range of

motion from articulation bending-straightening to respiration

and heartbeat. Chander et al. [5] have used a stretchable soft

robotic sensor to detect the kinematics of the ankle joints

during slip and trip perturbations. Bhat et al. [6] share a dataset

that contains data collected from a wearable accelerometer and

stretch sensor. Handcrafted feature extraction methods such

as discrete wavelet transform and fast Fourier transform are

applied to the collected sensor data before a neural network-

based classifier is deployed for activity recognition. A full-

body sensing system consisting of IMU, knitted piezoresistive

fabric strain sensors, EMG electrodes, goniometers and force

sensors is proposed by Klaassen et al. [7] for monitoring stroke

patients in a home environment.

In this paper, a study on the potential of the stretch sensors

in combination with IMU sensor in wearable sensor-based

human activity recognition task is conducted with the use

of deep learning algorithms. An investigation on different

sensor combinations is carried out to evaluate the sensor

combination effectiveness and impact of sensor position on

activity recognition accuracy. The rest of the paper is organized

as follows. Section II introduces the overall framework of

multi-modality HAR and gives details on the data collection
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Fig. 1. Overall framework of the deep learning-based human activity recognition system using multi-modal wearable sensors.

method and structure of different deep learning-based HAR

models. A set of experiments and results are presented in

Section III with some discussion. Finally, our conclusions and

some notes on future research are drawn in Section IV.

II. METHODOLOGY

The deep learning-based multi-modality HAR framework

considered in this study contains three main components:

i) data collection and preprocessing, ii) feature extraction

and model training, and iii) activities and exercise inference.

Firstly, data collected from wearable sensors (i.e., IMUs and

stretch sensors) is transmitted to the server and pre-processed

here. Secondly, the training dataset which contains prepro-

cessed data with labels is then input into a deep learning model

for the training process and automatic feature extraction.

Finally, the trained model is used on sensor data in the testing

phase or real-life scenarios for inferring human activities. The

overall structure of this multi-modality HAR framework is

illustrated in Fig. 1.

A. Data Collection and Pre-processing

In this framework, three programmable WiFi 9-axis absolute

orientation sensors are used and mounted at the user’s wrist,

waist and ankle. 3-axial acceleration, angular velocity and

linear acceleration information are collected from each sensor,

thus, there are 9 attributes at each time step. The fabric

stretch sensors used in this study are flexible capacitors. Each

stretch sensor is constructed from 5 layers: two outer layers

are ground electrodes followed by two dielectric layers and

the middle layer is a signal electrode. A coaxial cable is

connected to the signal electrode and ground electrodes to

collect the capacitance data. The capacitance will increase and

decrease when the sensor extends and contracts. Because of

this working principle, we stitched the two stretch sensors at

the knees of the user garment in order to catch the bending

and stretching activities of the user’s legs.

Data collected from the IMU sensors is transmitted to the

server using the message queuing telemetry transport (MQTT)

protocol and the Mosquitto broker [8] while the stretch sensor

data is collected by using the Bluetooth low energy (BLE)

technology. For a simple sensor data combination and to

reduce the complexity, both types of sensors use the same

sampling frequency of 25 Hz.

Data loss that happened during the wireless transmission is

handled by using a linear interpolation method. Data collected

from all the sensors are then synchronized and split into small

windows with a fixed size of 2 seconds (50 data samples).

An overlap of 50% between every two adjacent windows is

applied to avoid missing data and increase the recognition

granularity. Single window data of an IMU sensor can be

described as

WIMU =
(

ax ay az gx gy gz lx ly lz
)

∈ R
N×K (1)

where L is the window length, ax,ay,az,gx,gy,gz, lx, ly ,

and lz are column vectors contain L data samples of 3-

axial acceleration, 3-axial angular velocity and 3-axial linear

acceleration, respectively. Because stretch sensor provides only

the stretching-shrinking information so its window data can be

expressed as a column vector ws ∈ R
L×1. In this study, L is

set to 50. When data of more than one sensor is used, the

windows of all sensors are concatenated by joining all the

column vectors, and finally a window data Wfusion ∈ R
L×N

is obtained, where N is the total number of sensor attributes.

B. Deep Learning Models

With the capability of automatically extracting deep features

during training and the fast growth in computing power and

data source, deep learning has been widely applied to HAR

applications. Therefore, our study on the effectiveness of IMU

and stretch sensors in HAR is carried out with a special focus

on the deep learning approach. Three deep learning networks

which are long short-term memory (LSTM), 1-dimensional

convolutional neural network (1D-CNN) and hybrid CNN-

LSTM are deployed into the HAR model with different sets of

input data. Detailed structures of the three deep learning-based

HAR models are described in Fig. 2.
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Fig. 2. Detailed structure of three deep learning models considered in the study.

1) LSTM-based HAR: Long short-term memory network

(LSTM) [9], with the advantage in being able to connect

the information in the past and present, has been widely

applied to a variety of problems that relate to sequential data

such as speech recognition and neural machine translation.

In wearable sensor-based HAR, data is collected through time

and managed as a set of time series, therefore an LSTM-based

deep learning model is implemented for classifying human

activity. Details of this LSTM-based HAR model is shown in

Fig. 2(a).

A batch normalization layer [10] is directly applied to the

input data as a regularization method for reducing internal

covariate shift and obtaining a faster convergence. The nor-

malized sensor data is then forwarded to an LSTM layer where

features are extracted along the time direction recurrently.

Output hidden state of the final time step is fed into a dense

layer (a.k.a fully-connected layer) with a ReLU activation

function [11] for further analysis. Finally, another dense layer

and a softmax activation function are deployed to normalize

the outputs to a probability distribution over the predicted

activities. During training, these normalized outputs are used

to calculate the categorical cross-entropy loss, while in the

testing phase, the activity with the highest probability is

considered as the final prediction result.

2) CNN-based HAR: LeNet [12], a convolutional neural

network and its variants have been successfully applied to not

only imagery data in computer vision but also to time series

in other fields such as natural language processing and time

series forecasting. The operating of sliding several convolution

kernels throughout the input feature maps helps CNNs to

reduce the number of parameters by using a parameter sharing

scheme and utilizing parallel computing techniques. In this

research, a 1-dimensional CNN model whose kernels slide

along the time direction of the window sensor data W of

length L and width N to extract local temporal features. N ,

number of attributes at a time step is treated as the depth of

the input data, thus, kernels of the first convolutional layer

have the depth equal to N .

The CNN-based HAR model contains a CNN block fol-

lowed by a set of flatten and dense layers for activity classifi-

cation as illustrated in Fig. 2(c). The CNN block is constructed

from multiple convolutional, batch normalization and max-

pooling layers. More details on this CNN block is described in

Fig. 2(d). A description (32, 3, same, ReLU) of a convolutional

layer can be understood as followed: there are 32 kernels

whose length equals to 3; zero values are padded to the head

and tail of the input in order to make the output has the same

length with the input; a ReLU activation function is applied

to the output.

3) Hybrid CNN-LSTM-based HAR: Recent research on

HAR has proven that models consisting of CNN and LSTM

can achieve better performance than single DL-based models

[13]. Despite the power of LSTM in processing sequential

data, LSTM-based HAR models cannot utilize parallel com-

puting techniques as it has to process input sequence time

step by time step. Furthermore, long sequences can easily

lead to gradient vanishing and exploding problems during the

training process with the use of backpropagation through time.

Therefore, in the proposed hybrid CNN-LSTM-based HAR

model, instead of applying LSTM directly to the window data

W, a 1D-CNN block is deployed to distill the input sequence,

extract local temporal features and represent them in the depth

dimension. Output feature map of this block has a size of

(L′
× N ′), where L′ is the reduced length and N ′ is the

new depth and equals to the number of kernels of the last

convolutional layer. This new sequence of features is then fed

into the LSTM layer for extracting long-term features. Finally,

a group of dense layers with ReLU and softmax activation

functions are used for further feature extraction and activity

classification.
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Fig. 3. Window data distribution on different activities of the two datasets.

III. EXPERIMENT RESULTS

A. Datasets

With the use of the proposed multi-modal HAR framework,

we collected a dataset, namely iSPL IMU-Stretch, which

contains data of 9 different daily-life activities and exercises:

walking, standing, sitting, lying, running, jumping, sit-up,

push-up and dancing. In addition, a public dataset called w-

HAR [6] is also used for a comprehensive investigation on the

two types of sensors. The w-HAR dataset was collected from

an IMU attached at the ankle and a stretch sensor mounted at

the knee. Eight activities including jumping, lying down, sit-

ting, walking downstairs, walking upstairs, standing, walking

and transition are collected from 22 users. Acceleration and

angular velocity obtained from the IMU sensor are recorded at

a sampling frequency of 250 Hz while stretch data is recorded

at two frequencies of 100 Hz and 25 Hz. In this study, only

the trials whose stretch sensor’s sampling frequency is 25 Hz

are used. The IMU sensor data are, then downsampled from

250 Hz to 25 Hz for reducing the computational cost. After

the preprocessing step, there are 5724 and 3986 windows

are obtained from iSPL IMU-Stretch and w-HAR datasets,

respectively. The frequency distribution of all the activities in

the two datasets is shown in Fig. 3.

B. Experiment Settings

The window data is randomly divided into training and

testing sets with a proportion of 70% and 30%, respectively.

All the deep learning models are implemented using the deep

learning API Keras and are trained from scratch using the

machine learning platform TensorFlow. The categorical cross-

entropy loss function and adaptive moment optimizer (Adam)

are used for the optimization process. For a fast convergence,

the learning rate is initially set to 0.001 and reduced by

half whenever the loss has stopped decreasing for 10 epochs.

Each configuration (i.e., model type and input data type) is

trained and tested 10 times, and the average accuracy and

F1 score are used as performance metrics. The iSPL IMU-

Stretch dataset and implementation codes are available at

https://github.com/thunguyenth/HAR IMU Stretch.
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TABLE I
F1 SCORE (%) OF DIFFERENT TYPES OF SENSOR DATA ON DIFFERENT ACTIVITIES USING HYBRID CNN-LSTM MODEL

iSPL IMU-Stretch w-HAR

IMU-Wrist IMU-
Waist

IMU-
Ankle

3 IMUs Stretch
sensors

IMU-
Stretchs

IMU-
Ankle

Stretch-
Knee

IMU-
Stretch

Walking 99.57 99.79 99.82 99.84 99.29 99.93 94.33 95.03 94.81

Standing 99.14 99.80 99.69 99.60 97.42 99.82 81.69 72.55 91.55

Sitting 99.25 99.72 99.68 99.50 99.84 99.64 85.19 90.15 94.13

Lying 99.92 99.96 99.98 99.95 99.08 100 99.39 84.56 99.30

Running 99.40 99.23 99.40 99.62 98.63 99.67 - - -

Jumping 99.73 99.83 99.54 99.77 99.60 99.80 93.90 90.78 94.52

Sit-up 99.42 99.53 99.06 99.18 100 99.36 - - -

Push-up 94.28 98.82 99.40 98.46 52.36 99.01 - - -

Dancing 98.52 99.18 98.71 99.45 96.60 99.48 - - -

Walking downstairs - - - - - - 88.98 90.18 88.15

Walking upstairs - - - - - - 91.21 93.17 91.23

Transition - - - - - - 57.36 62.93 57.65

*Note: Values in bold and red color indicate the minimum F1 score of each activity in each dataset while values in bold and green
color indicate the maximum values.

C. Results and Discussion

Different combinations of sensor data are considered in both

datasets: a) single IMU sensor (wrist, waist, ankle), multiple

IMU sensors, multiple stretch sensors and combined IMU-

stretch sensors in the iSPL IMU-stretch dataset; b) single IMU

sensor (ankle), single stretch sensor and combined IMU-stretch

sensors in w-HAR dataset. The average accuracy of three DL-

based HAR models on these sensor data combinations are

shown in Fig. 4.

In terms of deep learning models, the average accuracies are

similar for the three models in the iSPL IMU-Stretch dataset.

Overall, the hybrid CNN-LSTM model obtains the most stable

performance in all the data combinations of the two datasets.

Although the LSTM model achieves the highest accuracy in

most of the IMU sensor data, especially in the iSPL IMU-

Stretch dataset, it gets the worst performance in stretch sensor

data with 3% of accuracy lower than the CNN-LSTM model

in the w-HAR dataset. This instability of the LSTM model

can be caused when the model is incapable of retaining long-

term information in univariate time series (i.e., single stretch

sensor data in the w-HAR dataset). In contrast, in the hybrid

CNN-LSTM model, since the univariate stretch sensor data

is distilled and changed to multivariate time series by the

CNN block, the LSTM layer is able to preserve the long-term

dependencies.

In terms of sensor data, data collected from single IMUs

have higher accuracy than the data of stretch sensor with a

gap of 1.5% and 5% in the iSPL IMU-Stretch and w-HAR

dataset, respectively when the LSTM-based HAR is used.

This is because the stretch sensor provides only 1-dimensional

data which is the stretching degree of the knees while the

IMU sensor provides a wide range of information (i.e., 3-

axial acceleration and angular velocity). Combining data of

IMU sensor and stretch sensor helps improve the system

performance by approximately 0.5% and 2% of accuracy in

the two datasets.

To have a detailed look at the sensor efficiency, F1 score

of different sensor data combinations on different activities
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Fig. 5. Confusion matrix of the CNN-LSTM model on the stretch sensor of
the iSPL IMU-Stretch dataset.

across all the datasets are computed and described in Table

I. Some interesting findings have been found from this result.

First, even stretch sensor has the lowest classification accuracy

compared to IMU sensor in all three deep learning model

according to the results in Fig. 4, it still achieves the highest F1

score values in sitting, sit-up (in the iSPL dataset) and walking,

walking downstairs, walking upstairs and transition (in the w-

HAR dataset). Thus, when being attached at the knee, stretch

sensor has high potential in differentiating activities that have

similar patterns from the lower limbs. Second, by only using

a simple sensor fusion method, the combination of 3 IMUs

in iSLP IMU-Stretch dataset does not gain any highest F1

score. Similarly, the data combination of all the sensors does

not gain the height F1 score at all activities in two datasets

even though it has the most information compared to other

data combinations. In particular, stretch sensor data in w-HAR

dataset obtains the higher number of activity-wise F1-score
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than the combination data. This finding suggests that by simply

concatenating data of all the sensors might dull some important

information that exists in the data of single sensors. Thus, this

urges the need for developing a sensor fusion algorithm that

can ignore noise data of a sensor but pay more attention to

essential parts of other sensors. The synchronization among

multiple sensors during data collection can also be a reason

for this sensor fusion inefficiency.

Furthermore, problem of intra-class variance and inter-class

similarity in human activity recognition is investigated. Firstly,

the big gap in performance between the two datasets is the

consequence of intra-class variance as the iSPL IMU-Stretch

dataset is collected from one subject while the w-HAR is

collected from 22 subjects. With the fact that each person has

their own way to carry out an activity due to different factors

such as age and height, data samples can be highly different

from each other even though they are from the same activity.

Secondly, a confusion matrix of the hybrid CNN-LSTM model

on the stretch sensors of the iSPL IMU-Stretch dataset is

demonstrated in Fig. 5 for inter-class similarity. It can be seen

that push-up, standing, lying are easily misclassified to each

other because the sensor can capture only the stretching and

bending of the knees and the legs are stationary in a stretching

state when these activities are carried out. Therefore, more

research on tackling these intra-class variances and inter-class

similarities in HAR is necessary.

IV. CONCLUSION

In this paper, several testing scenarios on different sensor

data combinations and various deep learning-based models

were performed to thoroughly study the effectiveness of IMU

and stretch sensors in human activity recognition. With a

wide range of sensor information, the multi-dimensional IMU

sensor has outperformed the one-dimensional stretch sensor.

However, the investigation results have also corroborated the

potential of applying fabric, soft stretch sensors in capturing

human motion. While this paper is a preliminary assessment

of the practicality of soft, wearable sensors in human motion

capture, we are expecting the future research in which multi-

dimensional stretch sensors are developed and applied to

promising applications of home healthcare such as diagnostic

and therapeutics. Furthermore, on the basis of the promising

findings presented in this paper, work on developing an opti-

mal sensor fusion method is continuing and will be presented

in future papers.
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Abstract— Due to the seriousness of environmental pollution, 

modern society is making efforts to switch from fossil fuel-

centered energy to new and renewable energy worldwide. Among 

these new and renewable energies, solar energy is currently 

attracting attention due to its high growth potential. Among the 

renewable energy currently used, solar energy can generate a 

large amount of power without air pollutants and is widely used 

due to its high utilization. However, it is difficult to accurately 

predict the amount of power generation because solar energy, 

which is the source of energy from the sun, is greatly affected by 

seasons, weather, and installation environment. Therefore, this 

paper compares and analyzes the prediction and accuracy of solar 

power generation according to the environment through weather 

forecasts provided by the Meteorological Administration, using 

Long Short-Term Memory (LSTM), and Gated Recurrent Unit 

(GRU) learning models. 

Keywords—Recurrent Neural Network (RNN), Long Short-Term 

Memory (LSTM), Gated Recurrent Unit (GRU), Solar energy,  

Power generation 

I. INTRODUCTION 
Eco-friendly energy refers to energy that can be used so 

that the environment is no longer polluted by escaping from 
carbon energy in modern society. Since wind power, earth 
power, sunlight, and the like are used instead of carbon such 
as coal and petroleum, pollutants such as carbon dioxide are 
not emitted in the process of converting the natural 
phenomenon into thermal energy, and thus research has been 
steadily conducted. Fig. 1 is obtained from the data of 「
Renewable energy generation (excluding non-renewable 
waste, from the 4th quarter of 2019)」  provided by the 
National Statistical Office [1]. The graph compares the 
amount of power generated by each energy source of 
renewable energy among the total power generation of 
47,805,649 (MWh) of renewable energy in 2019. On the 
graph, the proportion of waste is the highest, but there is a 
disadvantage that air pollutants are generated when along with 
power generation using waste [2]. However, in the case of 
power generation using solar power, which has the next 
highest amount of power generation, except for the 
disadvantage that the initial cost is high, there are no air 
pollutants and a large amount of electricity can be obtained, 
so power generation using solar power is valuable as an 
alternative to fossil fuels. Therefore, in this paper, we intend 

to compare and analyze the deep learning models that predict 
the amount of power generation according to the weather with 
accuracy so that solar power generation can be efficiently 
performed. 

 

 
Fig. 1. Subtotal of power generation as of 2019 (Comprehensive for 
business and private use) 

II. DATASET 
Considering the fact that the data values differ depending 

on the Korea Meteorological Administration, for accurate 
prediction and verification of power generation, Cheongju, 
Chungcheongbuk-do, Republic of Korea was used as an 
observation point, and the Korea Meteorological 
Administration's synoptic meteorological observation data 
and the Norwegian Meteorological Agency's data were used 
together. 

A. Training data 

The training data used is the synoptic meteorological 
observation (ASOS) data provided by the Meteorological 
Data Open Portal of the Korea Meteorological Administration 
[3]. The observation point corresponds to Cheongju-si, 
Chungcheongbuk-do, and the observation period is from April 
1, 2019 to September 1, 2021. The features used for training 
are 'Time', 'Temperature (°C)', 'Precipitation (mm)', 'Wind 
speed (m/s)', 'Humidity (%)', 'Dew point temperature (°C)', 
'Amount of cloud cover (decile)' and 'Amount of power 
generation'. 

383978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



B. Validation data 

For the validation data, forecast data provided by the 
Norwegian Meteorological Agency was used [4]. The 
observation point corresponds to Cheongju-si, 
Chungcheongbuk-do as the observation point of the training 
data, and the observation period is from October 22, 2021 to 
December 21, 2021. About 31 days of data recorded during 
the period were used, and the features used for validation are 
'temperature', 'precipitation', 'wind speed', 'humidity', 'dew 
point', 'cloud cover', 'power generation' and 'time'. 

C.  Output data 

As the output data, the inverter data obtained through the 
monitoring system provided by MRT was used as the amount 
of power generation [5]. The location of the power plant 
corresponds to Cheongju-si, Chungcheongbuk-do, and the 
period is from April 1, 2019 to September 1, 2021. The total 
number of inverters is 11, and the total capacity of the 
inverters is 449.5kW. Features used for output data are 
'accrue', 'start', 'day', and 'time'. 

The amount of time generated = accrue – start – (the sum of 
days before the relevant day)  (1) 

The formula for calculating the amount of time generated 
is equation (1), and the unit is W. 

III. DATA PROCESSING 

A. Training Data 

 In the ASOS weather observation data, partial Nan values 
existed for each column, and the data values before and after 
Nan values were compared and corrected. In the case of cloud 
cover, it was provided in the tenth quartile, so the training was 
conducted by multiplying it by 10. Tables I and II correspond 
to the data set observed in Cheongju-si, Chungcheongbuk-do. 

B. Validation Data. 

 In the forecast data of the Norwegian Meteorological 
Administration, wind direction and wind speed are provided 
in combination, so it was processed so that only the wind 
speed could be extracted separately. Tables III and IV 
correspond to the weather forecast data set corresponding to 
Cheongju-si, Chungcheongbuk-do. 

TABLE I.  WEATHER OBSERVATION DATA FOR ASOS IN 
CHEONGJU-SI, CHUNGCHEONGBUK-DO (1) 

Date 
Temp 

(°C) 

Precipitation 

QC flag 
Wind speed(m/s) 

2019-04-01 0:00 2.7 9 0.4 

2019-04-01 1:00 2.4  1 

2019-04-01 2:00 2  1 

2019-04-01 3:00 1.7  1.1 

2019-04-01 4:00 1.3  0.9 

2019-04-01 5:00 1.3  1.2 

2019-04-01 6:00 1.1  0.8 

TABLE II.  WEATHER OBSERVATION DATA FOR ASOS IN 
CHEONGJU-SI, CHUNGCHEONGBUK-DO (2) 

Humidity(%) 
Dew point 

temp (°C) 
Sunlight (hr) Sunlight QC flag 

48 -7.2  9 

51 -6.7  9 

53 -6.5  9 

56 -6.1  9 

59 -5.8  9 

62 -5.1  9 

66 -4.5  9 

TABLE III.  WEATHER FORECAST DATA IN CHEONGJU-SI, 
CHUNGCHEONGBUK-DO (1) 

Date Time Temp 
Wind 

speed 
Precipitation 

2021-10-22 0:00 0 7   

2021-10-22 1:00 1 6   

2021-10-22 2:00 2 5   

2021-10-22 3:00 3 5   

2021-10-22 4:00 4 5   

2021-10-22 5:00 5 4   

2021-10-22 6:00 6 4   

2021-10-22 7:00 7 5   

2021-10-22 8:00 8 6   

2021-10-22 9:00 9 8   

2021-10-22 10:00 10 10   

2021-10-22 11:00 11 11   

2021-10-22 12:00 12 12   

TABLE IV.  WEATHER FORECAST DATA IN CHEONGJU-SI, 
CHUNGCHEONGBUK-DO (2) 

Wind direction Humidity 

Dew 

poin

t 

Cloud 

cover 

Power 

generation 

1  from north west1 67 1 0 0 

1  from north1 64 0 0 0 

1  from west1 68 0 0 0 

1  from west1 70 0 0 0 

1  from west1 69 -1 0 0 

1  from west1 71 0 0 0 

1  from west1 71 -1 0 0 

1  from west1 68 -1 0 0 

1  from north west1 68 0 0 10.6 

1  from north west1 63 1 0 31.1 

2  from north west2 59 2 0 119.8 

3  from north west3 55 3 0 216.2 

3  from north west3 53 3 0 291.2 

C. Output Data 

As for the output data, the amount of data stored is flexible 
because the facility operates at the moment of power 
generation and has a large environmental influence. 
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 The amount of power generation at the time = accumulated 
value of the time − accumulated value of the previous 
time  (2) 

The formula for calculating the amount of power 
generation at the time corresponds to equation (2), and when 
extracting data by time, if it is 0 o'clock, the accumulated value 
is initialized to 0W. The maximum power generation per hour 
of 1 inverter is 45,409W, and if the power generation exceeds 
45,000W, it was estimated as an error value and performed by 
11 inverters 1-11 respectively to delete the data on the relevant 
day. In addition, data on the day of partial omission due to the 
loss of communication at some time zones were deleted and 
processed for accurate prediction. Table V corresponds to a 
data set of 11 inverters installed in Cheongju-si, 
Chungcheongbuk-do. 

TABLE V.  INVERTER DATA IN CHEONGJU-SI, 
CHUNGCHEONGBUK-DO 

Name Unit Start Day Accrue Time 

Inverter1 60 4748406 267 4748673 2019-04-01 6:00 

Inverter1 60 4748406 1853 4750259 2019-04-01 7:00 

Inverter1 60 4748406 5770 4754176 2019-04-01 8:00 

Inverter1 60 4748406 20239 4768645 2019-04-01 9:00 

Inverter1 60 4748406 43732 4792138 2019-04-01 10:00 

Inverter1 60 4748406 70598 4819004 2019-04-01 11:00 

Inverter1 60 4748406 95883 4844289 2019-04-01 12:00 

Inverter1 60 4748406 115707 4864113 2019-04-01 13:00 

Inverter1 60 4748406 130818 4879224 2019-04-01 14:00 

Inverter1 60 4748406 146957 4895363 2019-04-01 15:00 

Inverter1 60 4748406 162571 4910977 2019-04-01 16:00 

IV. METHODS 
Long Short-Term Memory (LSTM), one of the deep 

neural network algorithms, has the specificity of Cell State, 
which remembers the previous state of the system being 
simulated. Before the input vector (processed information) is 
stored in the current state along with the old state according to 
the Timestamp, the current power generation of the solar 
power generation system can be predicted through the 
previous weather information [6]. On the other hand, the 
Gated Recurrent Unit (GRU) is a modified model of the 
LSTM in which the structure of the LSTM is more simply 
processed. The forgetting gate and input gate of LSTM are 
integrated into update data, and the cell state and hidden state 
are integrated into one to become a simpler structure than 
LSTM, resulting in faster learning due to reduced weight 
count, but almost the same performance as LSTM [7]. And for 
more accurate comparison, a keras density layer is added. 
After providing an input layer to the model, it is a model in 
which a dense layer is added by activating a function that is 
generated to solve Dying ReLU (the phenomenon in which 
neurons die) of ReLU called Laeky ReLU. 

A. Long Short-Term Memory (LSTM) 

Four LSTM layers followed by one dense layer were used 
as conditions for the long short-term memory (LSTM) 
learning model. As an activation function, leakyReLU, alpha 
value was 0.01, lose was mse, and as an optimizer, 'adam' was 

used. Table VI corresponds to the LSTM learning model 
summary. 

TABLE VI.  LONG SHORT-TERM MEMORY LEARNING 
MODEL SUMMERY 

Layer(type) Output Shape Param# 

gru(GRU) (None, 128) 52608 

dense(Dense) (None, 64) 8256 

dense _1(Dense) (None, 32) 2080 

dense _2(Dense) (None, 16) 528 

dense _3(Dense) (None, 1) 17 

B. Gated Rucurrent Unit (GRU) Model 

One GRU layer, three dense layers were used as conditions 
for the Gated Recurrent Unit (GRU) learning model. 
leakyReLU was used as the activation function, alpha value 
was 0.01, lose was mse, and 'adam' was used as the optimizer. 
Table VII corresponds to the GRU learning model summary. 

TABLE VII.  GATED RECURRENT UNIT LEARNING MODEL 
SUMMERY 

Layer(type) Output Shape Param# 

lstm(LSTM) (None, 1, 32) 5120 

lstm_1(LSTM) (None, 1, 16) 3136 

lstm_2(LSTM) (None, 1, 8) 800 

lstm_3(LSTM)) (None, 1, 4) 208 

dense_4(Dense) (None, 1, 1) 5 

C. Dense Neural Network 

Four Dense layers were used as conditions for the Dense 
Neural Network model. As an activation function, 
leakyReLU, alpha value was 0.01, lose was mse, and as an 
optimizer, 'adam' was used. Table VIII corresponds to the 
Dense Neural Network learning model summary. 

TABLE VIII.  DENSE NEURAL NETWOKR LEARNING MODEL 
SUMMERY 

Layer(type) Output Shape Param# 

dense_5(Dense) (1, 1, 64) 512 

dense_6(Dense) (1, 1, 32) 2080 

dense_7(Dense) (1, 1, 16) 528 

dense_8(Dense) (1, 1, 8) 136 

dense_9(Dense) (1, 1, 1) 9 

V. RESULTS AND DISCUSSION 

To obtain the error rate applied to the demonstration 
system, the actual generation was subtracted from the 
predicted generation and divided by the installed capacity. 
Table I corresponds to the results when each model was 
trained. When Timestamp is 1 and Epoch is 50, the training 
loss values are 953 for LSTM, 974 for GRU, and 1003 for 
Dense Neural Network. The validation loss values were 2244 
for LSTM, 2389 for GRU, and 2692 for Dense Neural 
Network. In terms of the error rate applied to the 
demonstration system, LSTM was 13.01%, GRU was 
13.67%, and Dense Neural Network was 14.23%. Among 
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them, LSTM showed the highest efficiency. When Timestamp 
is 24 and Epoch is 200, the training loss value is 31 for LSTM 
and 985 for Dense Neural Network. The validation loss values 
are 3769 for LSTM and 2174 for Dense Neural Network. In 
terms of the error rate applied to the demonstration system, the 
efficiency of the Dense Neural Network was higher, with 
LSTM being 17.03% and Dense Neural Network 13.03% as 
shown in TABLE IX. 

TABLE IX.  LONG SHORT-TERM MEMORY, GATED 
RECURRENT UNIT, DENSE NEURAL NETWORK LEARNING MODEL 

COMPARISON 

Table Head LSTM GRU Dense Neural 

Network 

Timesta

mp : 1  

Epoch : 

50 

Timest

amp : 

24 

Epoch

 : 200 

Timesta

mp : 1  

Epoch : 

50 

Timesta

mp : 1  

Epoch : 

50 

Timesta

mp : 24  

Epoch : 

200 

Training Loss 

Value 

953 31 974 1003 985 

Validation 

Loss Value 

2244 3769 2389 2692 2174 

Error rate 

when 

applying the 

demonstration 

system 

13.01% 17.03

% 

13.67% 14.23% 13.03% 

VI. CONCLUSION 
Since the establishment of a solar energy generation 

prediction system is a key role in efficiently managing and 
distributing energy, many studies are being conducted. 
Therefore, accurate prediction of power generation for various 
variables such as season, weather, and installation 
environment is essential for solar energy generation. In this 
paper, we used ASOS data of Cheongju-si, Chungcheongbuk-
do as training data, forecast data of Cheongju-si, 
Chungcheongbuk-do as validation data, and generation data 
of Cheongju-si, Chungcheongbuk-do as output data. It was 
shown that the amount of power generation can be predicted 
using LSTM (Long Short-Term Memory), GRU (Gated 
Recurrent Unit), and Dense Neural Network as the learning 
model algorithm. As a result, it was confirmed that the error 
rates of LSTM, GRU, and Dense Neural Network vary 
according to the detailed conditions of Timestamp and Epoch. 
When Timestamp is 1 and Epoch is 50, the efficiency of 
LSTM is the highest, and when Timestamp is 24 and Epoch is 
200, the Dense Neural Network shows high efficiency. 
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AbstractÐWith Internet of Things technologies, healthcare
services for smart homes are emerging. In the meantime, the
number of households of single-living elderly who are distant
from using smart devices is increasing, and contactless radar-
based sensors are recently introduced to monitor the users in
single households. In this paper, contactless radar-based sensors
were installed in over 100 households of single-living elderly to
collect their biometric data under uncontrolled environments.
In addition, a deep learning-based classification model is pro-
posed that estimates the user status in predefined classes. In
particular, the classification model is designed with a multi-head
convolutional neural network with long-short-term memory and
an attention mechanism. The proposed model aims to extract
features in diverse resolutions from the biometric data while
capturing the temporal causalities and relative importance of
the features. The experimental results verify that the proposed
classification model improves the status classification accuracy by
2.8% to 31.7% in terms of F1 score for the real-world dataset.

Index TermsÐRadar-based status monitoring, status classifi-
cation, multi-head feature extraction

I. INTRODUCTION

With the recent advancements of Internet of Things (IoT)

technologies, various smart home applications are developed.

A smart home means a residence where a household can

benefit from smart services with remote access, monitoring,

and control capabilities [1]. Meanwhile, the number of single

households is anticipated to rise worldwide, with a significant

This research was financially supported by the Ministry of Trade, Industry
and Energy (MOTIE) and Korea Institute for Advancement of Technology
(KIAT) through the International Cooperative R&D program. (Project No.
0011879)

increase in the ratio of the elderly in the next two decades

[2]. This growing aging population could cause a weakening

of the socio-economic structure of many countries in terms

of healthcare and related costs [3]. Accordingly, many efforts

to develop the solution for healthcare services for the elderly

in single households (e.g., monitoring of underlying diseases,

detecting emergencies, etc.) are put together.

On-body and contactless sensors have been considered as

the two main approaches for healthcare services to collect and

monitor users’ biometric data [4]. The on-body method uses

wearable devices for service provision, and the sensors need

to be placed on the user’s body. Hence, the biometric data

collected from the on-body sensors are relatively accurate. On

the other hand, the user requires to continuously wear the

sensor device and frequently charge the device, which raise

inconvenience especially for the high age group who are often

distant from using smart devices [5]. Accordingly, when it

comes to the status monitoring in the users’ living space, the

methods to monitor the users’ status from the data collected

with contactless sensors are widely investigated for service

provision without affecting the users’ daily life [6].

As the sensor technologies are getting mature than ever,

contactless radar-based data acquisition methods are recently

investigated that use the phase change of the radar reflected

by the movement of the human body. As a consequence, an

individual’s biometric features (e.g., heart rate, respiration,

etc.) can now be accurately obtained without contact, and the

development of analysis on the collected biometric data is in

progress [7]±[10]. In this paper, a method to estimate a user’s

387978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 1. High level radar-based biometric monitoring system model

Fig. 2. Illustration of the installed radar sensor

TABLE I
SPECIFICATIONS OF THE INSTALLED RADAR SENSOR

Category Specification

Chip Sharp DC6M4JN3000

Method Microwaves (24.05 24.25GHz)

Resolution 60cm

Range (Max.)
1.5m (Heartbeats, Breathing)
7m (Body motion)

Directionality Azimuth: 25◦, Elevation: 20◦

Error rate ±10% ( 3m)

status from the biometric information collected through a radar

sensor is investigated. While radar sensors have a limitation

that the accuracy of the measurement drops when the subject

is intensely moving, this paper aims for the situations when the

displacement and the motion of the subject are bound to some

degree (e.g., sleeping in the bed, having a meal on the table,

watching television, etc.) In the meantime, the time-series data

on human activity collected from sensors can be decomposed

into a set of features in multiple levels (i.e., low, middle,

and high), and the means to capture the feature in diverse

resolution, as well as their temporal causalities, are needed for

the user status estimation from biometric data. Accordingly,

a deep learning-based model is proposed in this paper that

analyzes a fixed length of biometric data and classifies the user

status in that period. The contactless radar-based sensors were

installed in the living spaces of over 100 single households of

elders, and real-world biometric information is collected. In

particular, this paper utilizes the biometric information of 22

elders collected under uncontrolled environments and proposes

a deep learning-based user status classification model.

The rest of this paper is organized as follows. Section II

provides previous studies. Section III-B introduces the status

classification method. The performance evaluation is presented

in Section IV, followed by the conclusion in Section V.

TABLE II
SAMPLE DISTRIBUTION OF THE HR DATASET

Class Status Number of data samples Ratio

1 Not detected 32,790 33.6%

2 In sleep 45,148 46.3%

3 In active activity 5,762 5.9%

4 In stationary Activity 6,460 6.6%

5 In unidentified activity 7,405 7.6%

Total 97,565 100%

Fig. 3. Example of the biometric data of a subject in sleep

II. RELATED WORKS

The research on biometric information monitoring tech-

nologies with contactless radar-based sensors are largely in

two fields of study. One is on increasing the accuracy of

the contactless monitoring sensors’ measurements compared

to on-body sensors. The other is on improving the performance

of biometric data analysis to use them for applications and ser-

vices. With the recent advancements in sensor technology, the

second field of study that focuses on biometric data analysis is

actively in progress. In the meantime, research on radar-based

cardio-respiration monitoring is widely investigated, which is

mainly conducted in an impulse-radio ultra wide band (IR-

UWB) radar-based environment [7]. This research includes

studies that propose a method to accurately measure of the

heart rate, to reliably monitor the continuous cardio-respiration

rate, to estimate the sleep stages, etc. [10]±[12]. In particular,

many studies have applied deep learning technologies to

enhance the accuracy of the analysis on biometric data. Long-

short-term memory (LSTM) with an attention mechanism

is used in [12] to analyze the heart and respiratory rates

collected by an IR-UWB radar-based device. In [13] and [14],

electrocardiogram signals are analyzed respectively based on a

multi-head and residual convolutional neural network (CNN).

In the meantime, the well-known deep learning technologies

are applied to a set of publicly available biometric datasets,

and their performances are compared and evaluated in [15].

However, to the best knowledge of the authors, there has

not been a work that comprehensively utilizes multi-head

CNN with LSTM and an attention mechanism to enhance the

performance of the user’s status classification. Accordingly,

this study proposes a deep learning-based user status classifi-

cation model designed with multi-head CNNs, LSTMs, and a

multi-head self-attention mechanism to integrally capture the

contexts in diverse feature levels as well as their temporal

causalities and importance.
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Fig. 4. Proposed deep learning-based user status estimation model with a multi-head CNN and attention mechanism

III. STATUS CLASSIFICATION FROM BIOMETRIC FEATURE

In this section, a deep learning-based status classification

model is proposed that extracts and analyzes the multi-level

features from biometric data. The proposed model classifies

the status of a subject in one of the predefined status classes:

1) not detected, 2) in sleep, 3) in an active activity, 4) in a

stationary activity, and 5) in an undefined activity. In advance

of introducing the proposed classification model, we provide

details on the dataset.

A. Dataset Generation and Data Preprocessing

In each living space of over 100 individual single house-

holds, a radar-based sensor with the specifications given in

Table I was installed as described in Fig. 1, and the sensor

measures the heart rate, respiratory rate, and body motion

every 2 minutes. The biometric data were collected under

uncontrolled environments at different times for each indi-

vidual from 2020 to 2021. A part of the collected dataset is

illustrated in Fig. 3 as an example. Only the data that are

reliably collected without a network failure for a reasonable

period are used for this study. In addition, whereas this study

utilizes only heart rate, respiratory rate, and body motion data,

the method proposed in this paper can be easily replaced with

other types of biometric features.

The biometric data are labeled by experts as one of the

five predefined statuses of the subject, such that the subject is

1) not detected, 2) in sleep, 3) in an active activity, 4) in a

stationary activity, and 5) in an undefined activity. Min-max

normalization is applied to each dimension of the biometric

features. The continuous time-series data are then segmented

into fully non-overlapping subsequences in the length of 30

minutes. Overlapping subsequences can be used in a practical

system, but the non-overlapping subsequences are used in this

paper to prevent the training, validation, and test dataset for

assessment from containing partially overlapping information.

The most frequently detected status in the period of the

segmented subsequence is assigned as the final status of the

segmented subsequence. The distribution of the generated

dataset is described in Table II.

B. Status Classification with Multi-head CNN

The objective of the user status classification problem is

defined as

Pr(y | X), (1)

where y denotes the status class, and X is the input sequence

of biometric features. That is, the status classification model

aims to estimate the status of a user from the observed biomet-

ric data. Considering the biometric data X as a multivariate

time series, it can be decomposed into low and high-level

features like the other types of data, such as signals and

images. The time-series data about human activities are often

perceived as a combination of actions in low and high levels,

and the extraction of features in diverse levels, therefore, can

facilitate the status classification.

To extract the features from the time-series data, CNNs

have been widely used in various types of research around

biometric data analysis. However, vanilla CNNs have shown

their limitations as they capture the features at a defined

resolution. In this paper, we thereby utilize CNNs in a multi-

head structure to identify the features in diverse levels from the

biometric data. To additionally capture the temporal relations

of the features, LSTMs are applied afterward to each of the

feature maps extracted by the multi-head CNN. In addition,

a multi-head self-attention mechanism is used as well to

differently weigh the importance of the extracted features. The
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TABLE III
CONFUSION MATRIX FOR ERROR MEASUREMENTS

Actual
Predicted

Positive Negative

Positive True positive (TP) False negative (FN)

Negative False positive (FP) True negative (FN)

self-attention mechanism computes attention weights for each

hidden unit of the LSTM from all CNN heads to generate

context vectors as a weighted sum of the hidden units.

The proposed classification model is illustrated in Fig. 4. A

30-minute long multidimensional biometric data consisting of

heart rate, respiratory rate, and body motion information is fed

into each head of the multi-head CNN designed with different

filter sizes. Each head of the multi-head CNNs extracts the

feature maps in different resolutions, and LSTMs addition-

ally insert the information about temporal causalities into

the captured features. The extracted features are differently

scaled based on the attention weights computed by the multi-

head attention mechanism, which is then mapped into the

probability of each status class through a fully connected layer

with softmax.

IV. PERFORMANCE EVALUATION

In this section, the performance of the proposed status

classification model is evaluated in terms of its classification

accuracy.

A. Evaluation Metric

The performance of the proposed model is evaluated in

accuracy and F1 score of the classification results, which are

computed based on the confusion matrix illustrated in Table

III. The accuracy and F1 score are given by

Accuracy =

N∑
i=1

TPi

N∑
i=1

TPi +
N∑
i=1

FPi

, (2)

and

F1 score =
1

N

N∑

i=1

TPi

TPi +
1

2
(FPi + FNi)

, (3)

where TPi, TNi, FPi, and FNi are the numbers of the

true positive, true negative, false positive, and false negative

instances for the i-th class from N classes. The ranges of

both accuracy and F1 score are [0, 1], where a value closer to

1 implies better classification performance. While accuracy is

the most well-known metric for classification problems over

various domains, the macro F1 score is widely used to evaluate

the performance of a classifier on a dataset with imbalanced

class samples like the generated dataset.

TABLE IV
F1 SCORE OF THE STATUS CLASSES (%)

Model Accuracy F1 score

Gaussian Naive Bayes 68.0 55.8

k Nearest Neighbor 78.8 51.6

Support Vector Machine 82.8 52.6

Random Forest 83.3 54.9

Multi-layered Perceptrons (16-8) 85.6 65.8

Multi-layered Perceptrons (16-16-8) 85.3 65.8

Multi-layered Perceptrons (16-16-16-8) 85.2 62.4

Single-head CNN and LSTM 85.7 69.1

Single-head CNN and LSTM with attention 86.7 71.5

Multi-head CNN and LSTM 86.4 71.5

Multi-head CNN and LSTM with attention 87.1 73.5

B. Experimental settings and results

For performance evaluation of the proposed classification

model, experiments on the methods with conventional machine

learning and deep learning techniques are conducted. For con-

ventional machine learning techniques, Gaussian naÈıve Bayes

(NB), k-nearest neighbor (kNN), support vector machine

(SVM), and random forest (RF) are applied as the benchmarks

of the performance comparison. The conventional machine

learning methods are implemented with the scikit-learn library

in python. For baselines, multi-layered perceptions (MLP) with

different numbers of layers and nodes are investigated. In

addition, the models composed of CNNs followed by LSTMs

with and without an attention mechanism are used for more

advanced baselines. A multi-head self-attention mechanism is

used for advanced baselines, and the multi-head CNN with

LSTM are respectively implemented with 3 layers of CNNs

with the convolutional filter sizes of (3, 5, 7) and 2 layers of

bidirectional LSTMs with the hidden size of 16. For single-

head CNN models, the 4 layers of CNN is used with the convo-

lutional filter size of 5 for all layers. A fully connected layer

is added before the softmax layer for all CNN and LSTM-

based models. The deep learning models are implemented

with TensorFlow and Keras in python. All deep learning

models are trained using Adam optimizer with a learning rate

0.001 until their losses are converged with the learning rate

decay and early stopping. For training, validation, and test,

60%, 20%, and 20% of instances randomly selected from the

generated dataset are used, respectively. For a fair assessment,

10 independent trials of experiments are conducted, and the

classification accuracy of all trials are averaged.

The experimental results are provided in Table IV. The

results show that the deep learning approaches greatly outper-

form the conventional machine learning approaches in terms of

F1 score while there are not remarkable improvements in terms

of accuracy. This implies that the deep learning approaches

are more robust to the imbalanced dataset compared to the

conventional machine learning approaches. In the meantime,

the deep learning-based classification models tend to be easily

overfitted when the fully connected layers are heavily stacked

because the input feature of the biometric data is relatively

simple in its contexts and small in its size compared to
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datasets in the other domains. However, the deep CNN and

LSTM models show improved performance compared to the

MLP models as the CNN and LSTM facilitate more advanced

feature extraction before the last fully connected layer. In the

same manner, the proposed model composed of multi-head

CNN and LSTM with an attention mechanism outperforms

all the other models with 2.8% to 31.7% improvements in F1

score as it successfully extracts the contexts in diverse levels

and their temporal causalities with proper importance weights.

In summary, the experimental results on the empirically gen-

erated dataset show that the proposed status classification

model achieves performance improvements compared to all

benchmark and baseline models both in terms of accuracy and

F1 score.

V. CONCLUSION

In this paper, the biometric data (i.e., heart rate, respiratory

rate, and motion volume) collected in the living spaces of

elders under uncontrolled environments are investigated, and

a classification model is proposed that estimates a user’s status

in one of the five predefined classes (i.e., not detected, in

sleep, in an active activity, in a stationary activity, and in

an undefined activity). In particular, the status classification

model is designed to support the extraction of features in

diverse resolutions and their temporal causalities with impor-

tance weights. The experimental results show that the proposed

model enhances the status classification performance by up to

31.7% in F1 score and 4.6% in accuracy. As the results on

the empirical data collected under uncontrolled environments

verify that the proposed model achieves noticeable improve-

ments in F1 score, the effectiveness and practicality of the

proposed model are shown. In the meantime, to improve the

overall classification accuracy for effective service provision,

the issue of imbalanced class in the training dataset requires to

be comprehensively managed in the future work of this study.

In addition, to consider the scalability of the proposed status

classification system, automatic labeling on the generated

data also needs to be considered while handling the privacy

concerns as well.
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Abstract—Computer vision is a field of artificial intelligence 

(AI) that is being used increasingly in histopathology to identify 

pathologies in slide images with a high degree of accuracy. In 

this paper, we focus on the different interpreting techniques of 

explainable computer vision (XCV). Analysis of histopathology 

images is a challenging task, and specialized knowledge is 

mandatory to make AI decisions. To carry out this analysis, a 

deep learning model has been used to classify and differentiate 

the scoring (i.e., benign and malignant) of Prostate cancer 

(PCa). However, the AI models are complex and opaque, and it 

is important to understand model decision-making. Therefore, 

to address this problem, we present three techniques for 

accountability and transparency of the model, namely 

Activation Layer Visualization (ALV), Local Interpretable 

Model-Agnostic Explanation (LIME), SHapley Additive 

exPlanations (SHAP), and Gradient-weighted Class Activation 

Mapping (Grad-CAM). XCV is AI in which the results of the 

black-box model can be understood by humans. The robustness 

of our model has been confirmed by using an external test 

dataset including 100 histopathology images. The model 

performance has been evaluated using the receiver operating 

characteristic (ROC) curve. 

Keywords— explainable computer vision, histopathology, 

artificial intelligence, black box, prostate cancer 

I. INTRODUCTION 

The analysis of histopathology images is a gold standard 
for the detection of different types of cancer regions and 
performs diagnosis using AI algorithms [1, 2]. Histopathology 
study is carried out under the microscope for disease 
diagnosis. Hematoxylin and Eosin (H&E) staining is used 
routinely in histopathology laboratories to analyze different 
types of cells and tissue and provides important information 
about the pattern, shape, cell structure in a tissue sample [3, 
4]. Also, H&E dyes make it easier for pathologists to see 
different parts of the cell under a microscope Hematoxylin has 
a deep blue-purple color which shows the ribosomes, 
chromatin within the nucleus. In contrast, Eosin has an 
orange-pink-red color which shows the cytoplasm, cell wall, 
collagen, connective tissue, and other structures that surround 
and support the cell. Image classification and segmentation are 
two basic tasks in digital histopathology. Image classification 
is carried out by categorizing and labeling groups of pixels 
within an image [5]. In this study, the image classification task 
was carried out using PCa tissue samples, and it is a type of 
cancer that has always been an important challenge for 
pathologists. For manual diagnosis of PCa, expert pathologists 

need more attention to analyze the tissue pattern, structure of 
cells, and glands under a microscope, which is time-
consuming. However, to make the work easier for 
pathologists, many researchers are developing different types 
of computer-aided diagnosis (CAD) systems that can make 
decisions automatically. 

In recent years, AI algorithms have shown tremendous 
performance in different kinds of applications, especially in 
medical health. It has been used in many fields as exemplified 
by computer vision and is well-recognized for image 
classification [6]. Recently, the activation features of 
convolution neural networks (CNN) have achieved splendid 
triumphs in computer vision [7-9]. XCV is AI in which the 
results of the black-box model can be understood by humans. 
Nowadays, AI systems and machine learning (ML) algorithms 
are widespread in many areas. Data is used almost everywhere 
to solve problems and help humans, a large factor for this 
success is the progress in the DL area, but also generally the 
development of new and creative ways how we can use data. 

As a consequence, the complexity of these systems 
becomes incomprehensible even for AI experts. Therefore, the 
models are usually also referred to as black boxes. The 
meaning of “black-box” is that it is generally difficult to 
clearly explain the decisions made by the models [10]. 
Explainability and interpretability are very important in 
medical areas because the CAD system needs to be 
transparent and understandable to gain the trust of doctors and 
patients. The procedures and methods that allow human users 
to understand and trust the results and output created by the 
models are called XCV [11]. Fig. 1 shows a schematic 
representation of XCV. 

In this paper, we introduce a Light-Dense CNN (LDCNN) 
model for histopathology image classification. The model 
consists of multiple layers, including the input layer, 
convolutional layers, concatenation layers, dropout layers, 
and classification layer. This model has been modified from 
the light-weight CNN (LWCNN) architecture which was 
introduced in our previous study [12]. Also, we have 
explained the processes and outputs of the supervised model 
so that it is understandable for other readers. The ALV, LIME 
[13], SHAP [14, 15], and Grad-CAM [16] techniques were 
used to generate the activated feature maps and visualize the 
model’s decisions which produce a coarse localization map of 
the important region in the image, thus interpreting the 
decision of the neural network.
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Fig. 1.  A brief schematic representation of explainable computer vision 

The contributions of this paper are summarized as follows: 

• The binary classification was performed successfully 
using the LDCNN model. 

• Experiments were conducted using PCa 
histopathology images with different magnifying 
factors (i.e., 20× and 40×). 

• Two types of datasets were used to perform the 
experiments: a public dataset (i.e., PANDA 
Challenge) and a private dataset. 

• The XCV methods are used to visualize the results of 
the black-box model, which include ALV, SHAP, and 
Grad-CAM. 

The remainder of this article is structured as follows. In 
Section II, we described the related work and recent studies 
about images classification and XAI. Section III illustrates the 
complete methodology of this study, which includes data 
acquisition, model development, and XCV methods. Results 
of the AI models are presented in Section IV. Section V 
discusses the paper and lastly, the paper is concluded in 
Section VI. 

II. RELATED WORK 

 Research on computer vision for histopathology image 
analysis provided valuable findings regarding the problems of 
automatic detection and classifying PCa tissue images. In 
[17], they developed a patch-based classifier using CNN for 
the automated classification of histopathology images. Their 
proposed method achieved promising results for both binary 
and multiclass classification. In [18], they developed a dual-
channel residual convolution neural network to classify the 
histopathology images of the lymph node section. They 
performed binary classification to discriminate between 
cancerous from noncancerous tumors. In [19], a novel method 
was proposed for histopathological image classification of 
colorectal cancer. They developed a novel bilinear 
convolution neural network (BCNN) model that consists of 
two CNNs, and the outputs of the CNN layers are multiplied 
with the outer product at each spatial domain. This proposed 
model of this paper performed better than the traditional CNN 
by classifying colorectal cancer images into eight different 
classes. In [20], they developed an Inception Recurrent 
Residual Convolution Neural Network (IRRCNN) model for 
the histopathology image classification of Breast Cancer. 
They developed their model based on three powerful DL 
architectures, namely Inception, Residual, and Recurrent 
Network. In [12], the author proposed a lightweight CNN 
model to classify the histopathology images of prostate 
cancer. The model achieved promising accuracy of 94.0% for 
binary classification. The comparative analysis was 
performed with other state-of-the-art pre-trained models. In 
[21], the author proposed a fully automatic method that detects 
prostatectomy WSIs with a high-grade Gleason score. The 

model achieved an accuracy of 78% in a balanced set of 46 
unseen test images. 

In recent years, researchers are focusing on the XAI 
because the decision-making process of deep neural networks 
is largely unclear, and it is difficult to understand for humans. 
In [22], the author used different methods to generate the 
importance map from the black-box model indicating how 
salient each pixel importance using gradients or other internal 
network states. Also, they address the problem of XAI for 
deep neural networks that take images as input and output a 
class probability. In [13], the author proposed a novel 
explanation technique (i.e., LIME) to explain the predictions 
of nay classifier. Also, they demostrated the flexibility of this 
method by explaining ML models (e.g. random forests) for 
text  and DL models (e.g. neural networks) for image 
classification. In [14], the author present a unified framework 
for interpreting model prediction, SHAP. It assigns feature 
importance for a particular prediction. Also, they proposed 
new methods that show better consistency with human 
intuition than previous approaches. In [15], the author 
surveyed the current progress of XAI and in particular its 
advances in healthcare applications. They discussed different 
approaches (i.e., Grad-CAM, LIME, and SHAP) to unbox the 
black-box for medical explainable AI via multi-modal and 
multi-center data fusion. In [23], the author evaluated k-means 
clustering and random forest algorithms using two very 
popular xEplainable techniques (i.e., LIME and SHAP) to see 
and understand the output of the black-box model. 

In previous research works, the authors developed 
different kind of CNN models for histopathology image 
classification and achieved promising results. Also, few 
explainable techniques were proposed for interpreting model 
prediction. However, in the present study we developed a 
LDCNN model which is a modified version of LWCNN [12], 
and it is not complicated like other CNN models discussed in 
this section. The proposed model performs better than 
LWCNN in terms of accuracy, overfitting issue, and 
computational cost. 

III. MATERIALS AND METHODS 

A. Dataset 

 We have used two different datasets from two different 
centers. Out of which, one is public and the other one is 
private. 

Public Dataset: It was collected online from the Kaggle 
repository [24]. The whole slide images (WSIs) were prepared 
at Radboud University Medical Center, Netherland. The slides 
were scanned using 3Dhistech Pannoramic Flash II 250 
scanner at 20× magnification. Sample patch images used for 
model testing are shown in Fig. 2 The size of the patch images 
extracted from WSIs is 512 × 512 pixels. 

Private Dataset: This dataset is not publicly available 
online. It was collected from the Severance Hospital of Yonsei 
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University, South Korea. The slides were scanned at 40× 
optical magnification with 0.3 NA objective using a digital 
camera (Olympus C-3000) attached to a microscope 
(Olympus BX-51). The sizes of patches extracted from WSIs 
are 256 × 256 and 512 × 512 pixels. Fig. 3 shows the sample 
images of PCa used for model training and validation. 

 

Fig. 2. The four types of PCa histopathology images from the PANDA 

challenge dataset. Grade 2 is considered a benign tumor and Grade 3, Grade 

4, and Grade 5 is considered a malignant tumor 

 

Fig. 3. The four types of histopathology images of PCa (benign, grade 3, 

grade 4, and grade 5) from a private dataset 

Image resizing is a crucial step in computer vision. DL 
models train faster on smaller images and require the same 
input image dimensions (i.e., height × width) for all the input 
samples. Also, the model produces an error if the image is too 
small or too big. So according to the rule of thumb method, 
we decided to use 256 × 256 pixel images for the DL model. 

Moreover, we performed data augmentation to increase 
the number of samples in the dataset because the huge data 
increases the likelihood that it contains useful information, 
which is advantageous for the DL model. Also, by adding 
more data in the training set the chances of overfitting 
decrease rather than increase. Therefore, we generated 2 
samples from each input sample with rotation (i.e., 10° and 
180°) augmentation technique. Table I shows the statistics for 
the PCa classification datasets. 

TABLE I.  STATISTICS FOR PRIVATE AND PUBLIC DATASET 

Training and 

Validation 

Private Dataset 

Benign Malignant Total 

Total Number of 

Samples 

900 900 1800 

Number of Training 

Samples Before 

Augmentation 

810 810 1620 

Number of Training 
Samples After 

Augmentation 

1620 1620 3240 

Number of 
Validation Samples 

90 90 180 

Testing Public Dataset 

Number of Test 

Sample 
50 50 100 

B. LDCNN Model for Prostate Cancer Recognition 

To perform supervised learning, we introduce an LDCNN 
model for PCa classification. We have used two different 
datasets from two different centers. Out of which, one is 

public and the other one is private. Although the model was 
not trained with a sufficient amount of data, the proposed 
model has shown state-of-the-art performance. The model 
provides better recognition performance using fewer network 
parameters. 

To construct the model, we utilized a concatenation 
operation between the CNN layers to build the dense 
connections in the network. Here, the output feature maps of 
the layer are concatenated with the incoming feature maps. 
The model has several advantages: it strengthens feature 
propagation, encourages feature reuse, and substantially 
reduces the number of parameters. Nonetheless, the model 
may require high graphics processing unit (GPU) due to 
concatenation operation. The model included CNN layers, 
such as those for input, convolution, rectified linear unit 
(ReLU), concatenation, dropout, global average pooling 
(GAP), and classification. In this model, ‘Stride=2’ was 
utilized in the convolution layer instead of the ‘Maxpooling (2 
× 2)’ to down-sample an input representation (image, hidden-
layer output matrix, etc.), reducing its dimensionality and 
allowing for assumptions to be made about features contained 
in the sub-regions binned. The entire model is shown in Fig. 
4. 

For classification, we set the input shape to 256 × 256 × 1 
while building the model. The model contains 9 convolutional 
layers, 3 concatenation layers, a GAP layer, and a 
classification layer. Softmax activation function was utilized 
for the binary classification. An Adam [25] optimizer was 
used during training and the ReduceLROnPlateau function 
was used to control the learning rate (LR) of the model. To 
avoid model overfitting, we used the early stopping function 
which is a form of regularization. A total of 100 epochs were 
set for training the model and the learning stopped at 45 
because there was no progress on the validation set for 
consecutive 10 epochs. All the experiments were conducted 
on a workstation with an NVIDIA GeForce RTX 3060 GPU, 
32 GB of RAM using Tensorflow and Keras libraries. 

C. Activation Layer Visualization 

ALV is the technique for visualizing the feature maps by 
digging into neural networks. In the CNN model, activation 
layers are a crucial part of the design, and each layer produces 
a different number of feature maps that are the result of 
applying the filters to an input image. Therefore, visualizing 
the activation layer of the black-box model is important 
because it shows the output (i.e., the activated feature maps) 
of specific activation layers and this is done by looking at each 
specific layer. 

D. Gradient Weighted Class Activation Map 

 Grad-CAM is another popular and effective technique for 
interpreting black-box models. It is a simple method 
compared to SHAP but we can see which regions in the image 
were relevant in a specific class. To visualize the attention 
regions in the image, a GAP layer was used instead of fully 
connected (FC) layers at the end before the final classification 
layer, and the network takes the convolutional feature maps as 
input through the GAP layer to produce the outputs for each 
class. Therefore, the class-discriminative localization map is 
obtained by computing the gradient of class 𝐶 with respect to 
feature maps 𝐹 of a convolutional layer. The global average 
pooled gradients flow back to obtain the importance weights 𝛼𝑘𝑐. The computation for Grad-CAM can be expressed as:
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Fig. 4. Light Dense Convolutional Neural Network Architecture 

𝛼𝑘𝑐 = 1𝑢𝑣∑∑𝜕𝑦𝑐𝜕𝐹𝑖𝑗𝑘𝑣
𝑗

𝑢
𝑖  () 

𝐺𝑟𝑎𝑑𝐶𝐴𝑀𝑐 = 𝑅𝑒𝐿𝑈 (∑𝛼𝑘𝑐𝐹𝑘𝑘
𝑘=1 ) () 

where  𝛼𝑘𝑐 is the average of all gradient score of class 𝐶 for the 
kth feature map, 𝑢  and 𝑣  are the length and width of the 

image, 
1𝑢𝑣 Σ𝑖𝑢Σ𝑗𝑣  is the global average pooling, 

𝜕𝑦𝑐𝜕𝐹𝑖𝑗𝑘  are the 

gradients via backpropagation, 𝑅𝑒𝐿𝑈  is the activation 
function of a convolutional layer, and 𝐺𝑟𝑎𝑑𝐶𝐴𝑀𝑐  is the 
final attention result for the predicted class. 

E. Local Interpretable Model-Agnostic Explanation 

LIME is one of the novel explanation methods that 
explains the model predictions form each data sample in a 
faithful way by approximating the local interpretable models 
[23]. The implementation strategies of LIME are different for 
different data format (i.e., tabular, text data, and image data) 
[26].  

To explain the decision of the black-box model for image 
data, LIME technique was used to visualize the important 
regions that contributed to the prediction results. In LIME 
algorithm, first an image segmentation method (i.e., 
Quickshift) is utilized to separate the original data into 
multiple pixel blocks. Then the pixel block is used as the 
original data set and perturbs it to achieve model 
interpretation. The equation for LIME explainer can be 
expressed as: 

𝜉(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑔𝜖𝐺 𝐿𝑜𝑠𝑠(𝑓, 𝑔, 𝜋𝑥) + Ω(𝑔) (3) 

where 𝑓 is an original predictor (i.e., the CNN model), 𝑥 is 
the original features, 𝑔 is a local model, 𝐿𝑜𝑠𝑠(𝑓, 𝑔) signifies 
the local approximation degree of the target model 𝑓 and the 
proxy model 𝑔 [26], 𝜋𝑥  is the measure of proximity of an 
instance 𝑦  from 𝑥 , Ω(𝑔)  is measure of complexity of 𝑔𝜖𝐺 
[23], and 𝜉(𝑥) is an interpreter. 

F. SHAP Gradient Explainer 

SHAP is a very popular AI technique and game theory-
based approach used for explaining the output of any black-
box model (e.g., DL or ML). SHAP technique is used in this 
paper to measure feature importance and explain model 
decisions using expected gradients (i.e., an extension of 
integrated gradients). Generally, the feature attribution 
method is called integrated gradient which is used for deep 
neural networks. Therefore, the SHAP value indicates the 
importance of each feature in the model and how much it is 
contributed to the predictions for each given instance. 

To explain and interpret the decisions of the black-box 
model, we used the SHAP algorithm to visualize the attention 
regions by plotting the SHAP values of every important 
feature for every predicted tissue sample. The equation for 
Shapely value estimation can be expressed as: 

∅𝑖(𝑓, 𝑥) =∑|𝑆|! (𝐹 − |𝑆| − 1)!𝐹!𝑆⊆𝐹 × [𝑓𝑥(𝑆) − 𝑓𝑥(𝑆\𝑖)] () 

where ∅𝑖  Shapley value for feature 𝑖 , 𝑓  is the black-box 
model, 𝑥 is the input dataset, 𝑆 ⊆ 𝐹 is the feature subsets, and 𝐹 is the set of all features. The SHAP value is computed based 
on the model prediction with the training dataset 𝑓𝑥(𝑆) and 
testing dataset 𝑓𝑥(𝑆\𝑖). 

IV. RESULTS AND DISCUSSION 

 We trained and tested the LDCNN model on high-
resolution H&E stained image datasets collected from two 
different centers. A total of 900 images were used from private 
dataset and 100 from public dataset for training and testing, 
respectively. We performed data augmentation to avoid 
overfitting issues and improve the performance and outcomes 
of the CNN model by creating new and different samples to 
train the dataset. Further, to learn our CNN model, we divided 
private dataset into training and validation datasets according 
to an 9:1 ratio. Both LWCNN and LDCNN models were 
trained and tested on private and public datasets, respectively. 
From the comparative analysis (Table II), it can be observed 
that our proposed model achieved the best performance. In 
particular, LDCNN obtained a better performance by 6.0% on 
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accuracy compared to LWCNN. Moreover, at testing phase, 
the public dataset was further separated into five-split for 
determining the generalizability of the learned model (i.e., 
LDCNN). Therefore, the model showed promising results and 
achieved an accuracy of 100%, 100%, 95.0%, 90.0%, and 
85.0%, and area under the curve (AUC) of 1.00, 1.00, 1.00, 
0.90, and 0.99 at test split 1, 2, 3, 4, and 5, respectively. In 
addition, we also provided the ROC curves to evaluate and 
compare the CNN models which illustrates the diagnostic 
ability of a binary classifier system, shown in Fig. 5. From the 
figure, we can observe that both the models performed well at 
training phase and achieved an overall AUC of 98.0%. In 
contrast, at testing phase, LWCNN model did not achieve 
better results compared to LDCNN.  

TABLE II.  COMPARISON RESULTS OF LWCNN AND LDCNN 

Model Performance 

at Testing Phase 

Public Dataset 

LWCNN LDCNN 

Accuracy (%) 87.0 93.0 

Precision (%) 96.0 92.0 

Recall (%) 81.4 93.8 

F1-Score (%) 88.1 92.9 

AUC (%) 98.0 98.0 

 

Fig. 5. ROC curve for analyzing the model performance on each test split 

generated by plotting the model’s confidence scores 

Unboxing the black-box model is very important for the 
medical image analysis. Many AI algorithms cannot provide 
any evident how and why a decision has been cast. Therefore, 
in this paper, we adopted few techniques for interpreting the 
black-box model. Fig. 6 shows the visualization results of four 
different activation layers extracted from our proposed CNN 
model. From the figure, we can observe low- and high-level 
feature maps obtained by CNN to identify cancer types (i.e., 
benign and malignant).  

We also examined to interpret the decisions of the CNN 
black-box model using the SHAP technique (Fig. 7). This 
shows how each feature is significant in determining the final 
prediction of the model outputs. This technique could 

recognize the cell nuclei surrounding circular regions and 
highly scattered in other sections in benign and malignant 
tissue samples. Fig. 8 shows another popular effective method 
(Grad-CAM) for interpreting the CNN model. This technique 
is utilized to see which regions in the image are relevant to the 
particular class. Fig. 9 shows the model explanation via LIME 
to visualize the super-pixels that contributed to the benign and 
malignant prediction results. To visualize the interpretable 
results, we used the predicted benign and malignant samples, 
shown in Fig. 7a and b, respectively.    

 

Fig. 6. Feature maps are generated from the activation layers of the CNN 
model. (a) Block 1 activation layer. (b) Block 2 activation layer. (c) Block 3 

activation layer. (d) Block 4 activation layer. The bright pixels represents the 

activated and significant features 

 

Fig. 7. Visualization of the attention regions that are positively contributed 
to the prediction via the SHAP method. (a) and (b) Predicted benign and 
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malignant tissue samples. (c) and (d) Interpretable results of (a) and (b), 
respectively. The color bar signifies the SHAP value. The red and blue color 

represents the positive and negative value that increases and decreases the 

model’s output, respectively 

 

Fig. 8. Visualization of the attention regions using the Grad-CAM method. 

(a) Benign tissue sample. (b) Malignant tissue sample. The red color signifies 

the most class-specific discriminative parts of the image 

 

Fig. 9. Visualization of the attention resions and super-pixels that are 

positively contributed to the prediction via the LIME method. (a) Benign 

tissue sample. (b) Malignant tissue sample. The green color signifies the 

most class-specific discriminative parts of the image 

In this study, we have first discussed the methods utilized 
for image classification and XCV. Binary classification (i.e., 
benign vs. malignant) was performed using LDCNN and 
LWCNN models, and comparative analysis was carried out to 
analyze their performance on a public dataset used for testing. 
Then, we adopted different explainable and interpretable 
techniques to visualize the attention regions and contribution 
of each pixels for the prediction. The main difference between 
the two models is that the LDCNN consists of the 
concatenation layers that create dense connections in the 
network and each convolutional block is constructed using the 
combinations of activation functions (i.e., Tanh and ReLu). 

Diagnosis of PCa using histopathology images has been 
one of the key topics in recent oncology. In this study, we 
focused on interpretability and explainability in DL. Our 
proposed CNN model classified the H&E stained images of 
PCa into benign and malignant and achieved the best result at 
test split 1 and 2, obtaining an AUC of 1.00. The interpretable 
and explainable techniques (i.e., ALV, Grad-CAM, LIME, 
and SHAP) are very beneficial for individual diagnosis by 
analyzing each super-pixel in the predicted sample. Also, 
these methods explain how local explanations affect the final 
prediction. It is of note that PCa detection and classification is 
a widely investigated problem in medical data analysis. 
Therefore, meta-explanation is important to describe the 
behavior of the black-box model at a more human-
understandable level [14]. Research in XCV should be more 
precise and meaningful because human users are the viewers 
of XCV results.  

Nevertheless, the visualization results extracted from our 
CNN model are interpretable and explainable which shows the 
activated and significant feature maps for classification and 
attention regions in the predicted outputs. However, from the 
existing research works, it has been analyzed that there are no 
standardized metrics to evaluate the explainability techniques 
of CNN. 

V. CONCLUSION 

In this paper, an LDCNN model was developed for the 
classification of H&E stained images of PCa (i.e., benign and 
malignant). This model was modified from the LWCNN 
model introduced in our previous study. The modified model 
plotted some astounding results by prompting an accuracy of 
100% at test split 1 and 2. The approaches we used in this 
study are significantly superior for tissue image classification 
and detection of the cancer regions. Therefore, the quantitative 
and qualitative results are promising to rationalize further 
research of our approach for other domains. In the future, the 
deliberated approach will be applied to other cancers. 
However, the present work motivated and encouraged us by 
providing an excellent output that could be useful in real-life 
scenarios for the healthcare industry. 
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Abstract—Prostate cancer (PCa) is the most frequently 

diagnosed non-skin malignancy in men and the second leading 

cause of fatality from cancer. The most prognostic marker for 

PCa is the Gleason grading system on histopathology images. 

Pathologists examine the Gleason grade on stained tissue 

specimens of Hematoxylin and Eosin (H&E) based on tumor 

structural growth patterns from whole slide image (WSI). 

According to the Gleason grading system, prostate cancers are 

scaled into five grades based on glandular patterns of 

differentiation. It varies from grade 1 (normal tumor) to grade 

5 (abnormal tumor). Cancer cells that look similar to healthy 

cells receive a low score. Recent developments in Computer-

Aided Detection (CAD) using Artificial Intelligence (AI), mainly 

Deep learning (DL) have brought the immense scope of 

automatic detection and recognition at better accuracy in 

adenocarcinoma like other medical diagnoses. Automated DL 

systems have delivered promising results from histopathological 

images to accurate grading of prostatic adenocarcinoma. This 

study aims to classify multiple patterns of images extracted from 

the WSI of a prostate biopsy based on the Gleason grading 

system. First, extract patches from the detected region of 

interest (ROI), then applying Vision Transformers (ViT) model 

for classification. Finally, the classified patches are scored and 

graded. The proposed deep learning model in this research will 

be able to assist the pathologist and other researchers to identify 

and treat of prostate cancer. 

Keywords— whole slide image, prostate cancer, vision 

transformers, artificial intelligence 

I. INTRODUCTION 
Deeplearning AI architectures are developed and applied 

to medical images, making high-precision diagnosis possible. 
For diagnosis, the medical images need to be labeled and 
standardized, before data pre-processing and training DL 
model. The final predicted diagnosis results can be obtained 
immediately and accurately. Tumor detection and 
classification in histopathology images are important for early 
diagnosis and treatment planning. Many techniques have been 
proposed for classifying medical image data through 
quantitative assessment [1-3]. However, some quantitative 
ways of evaluating medical images are inaccurate and require 
considerable computation time to analyze large amounts of 
data. Analytical strategies applied to AI algorithms can 
improve diagnostic accuracy and save time. 

To identify different kinds of prostate tumors, pathologists 
use different screening methods. Male hormones such as 
testosterone cause prostate cancer to grow and survive. Like 
all cancers, prostatic adenocarcinoma begins once a mass of 
cells has grown out of control and invades other tissues. Cells 

become cancerous due to the accumulation of defects, or 
mutations, in their  DNA. Mutations in the abnormal cells’ 
DNA cause the cells to grow and divide more rapidly than 
normal cells do. Histological examination of tissues and the 
detection of cancer by physicians remains the gold standard in 
cancer diagnosis. The diagnosis of PCa is heavily time-
consuming. In addition, it is based on subjective grading. For 
example, the study by Ozkan et al. reported that two 
pathologists disagreed about the presence of cancer in 31 of 
407 baseline biopsies and that the total concordance of the 
accessed Gleason score was only 51.7%, describing these 
challenges in diagnosing the PCa consistently [4]. Therefore, 
the development of computer-assisted decision support tools 
is essential for saving time, predicting disease outcomes, and 
improving precision medicine for pathologists. 

Automated diagnosis can reduce workloads and 
pathologist variability. Researchers face difficulty in studying 
the Gleason scoring system [5, 6]. Accurate annotations and 
pathological accuracy are required to train the model 
correctly. At present, automated computerized techniques are 
in high demand for medical image analysis and processing. 
However, we propose a ViT [7-9] model to classify the 
grading of PCa. We detect ROI, then patches  for classification 
and scoring [10-12]. After scoring all the patches, overall 
grading is performed for each WSI which is helpful for 
pathologists to save time. 

II. DATASET COLLECTION 
The dataset was collected online, which is publicly 

available on the Kaggle PANDA challenge [13]. It has 10,616 
WSI images and 10,516 corresponding WSI mask images. 
Radboud University Medical Center and Karolinska Institute 
have teamed up to organize this PANDA competition. Fig. 1 
shows some examples of Radboud and Karolinska images and 
their annotations. However, in our experiment, we have used 
more than 5,000 images with their masks from Radboud 
University Medical Center dataset. After having a patching 
process on those images, we got approximately 304,000 
acceptable patch images of size 256 × 256 pixels, 
corresponding to 5 classes: stroma, benign, score 3, score 4, 
and score 5. We have split about 240,000 patch images for 
training, 60,000 patch images for validation, and around 4,000 
patch images for testing. 
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Fig. 1. Sample images and ground masks 

III. METHODOLOGY 
To follow up the proposed model, we applied patching for 

making an acceptable dataset for the model. Then, we 
manipulated the ViT model and get the training output 
according to the Gleason Scoring System. The following Fig. 
2 shows the general view of the applied method for the 
training of the ViT model and its architecture. In the 
following, we will clarify patching, a ViT model, and a 
Gleason Score System. 

 
Fig. 2. The process of patching and training ViT model 

A. Patching 

The ability to compare image regions (patches) has been 
the basis of many approaches to core computer vision 
problems, including object, texture, and scene categorization. 
The WSI is also called a gigapixel image that is composed of 
more than 1 billion pixels [14], and it is computationally 
unfeasible to perform ROI-based image analysis in such a 
high dimensional space. Therefore, in many existing works, 
image analysis have been performed over small image 
patches. This has the advantage of making computational 
tasks such as learning, inference, and likelihood estimation 
much easier than working with gigapixel image directly. In 
this order, the entire WSI cannot be trained in GPU memory 
at once, so one solution is to select a subset of patches from 
the high dimensional image. In this study, we have patched all 
10,516 WSIs and their ground truth mask images cikkected 
from the Kaggle dataset. Fig. 3 illustrates the steps for 
patching the WSI. Fig. 3 (a) shows 395 patches of size 256 × 
256 pixels, while Fig. 3 (b) indicates the annotation done by 
pathologists. In Fig. 3 (c), the patches are extracted from ROI 
annotated in Fig. 3 (b).  

 
Fig. 3. The steps for patching a WSI 

B. Vision Transformers 

The Vision Transformer, or ViT, is a model for image 
classification that employs a Transformer-like architecture 
over image patches. An image is split into fixed-size patches, 
each of them is then linearly embedded, position embeddings 
are added, and the resulting sequence of vectors is fed to a 
standard Transformer encoder. The standard approach of 
adding an extra learnable “classification token” to the 
sequence is used to perform the classification. 

Inspired by the ViT model for the classification of each 
patch, we experiment with applying the patched images from 
the WSI as input images. First, we split them into fixed-sized 
images, then flatten them. After creating lower-dimensional 
linear embeddings from flattened image patches, we include 
positional embeddings. Moreover, feeding the sequence as an 
input to a state-of-the-art transformer encoder, we can pre-
train the ViT model with image labels, which are then fully 
supervised on a big dataset. Lastly, we can fine-tune the 
downstream dataset for image classification. Fig. 4 shows ViT 
architecture for classification. 

 
Fig. 4. ViT architecture for classification 
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Fig. 5. Example of patching and prediction of ViT model 

C. Gleason Score System 

The Gleason Score is the grading system used to determine 
the aggressiveness of prostate cancer.  This grading system 
can be used to choose appropriate treatment options. The 
Gleason Score ranges from 1-5 and describes how much 
cancer from a biopsy looks like healthy tissue (lower score) or 
abnormal tissue (higher score).  Most cancers score a grade of 
3 or higher. Since prostate tumors are often made up of 
cancerous cells that have different grades, two grades are 
assigned for each patient.  A primary grade is given to 
describe the cells that make up the largest area of the tumor 
and a second grade is given to describe the cells of the next 
largest area. For instance, if the Gleason Score is written as 
3+4=7, it means most of the tumor is grade 3 and the next 
largest section of the tumor is grade 4, together they make up 
the total Gleason Score.  If the cancer is almost entirely made 
up of cells with the same score, the grade for that area is 
counted twice to calculate the total Gleason Score. Typical 
Gleason Scores range from 6-10. The higher the Gleason 
Score, the more likely it is that cancer will grow and spread 
quickly. Our proposed method shows the potential of AI 
systems for Gleason grading, but more importantly, shows the 
benefits of pathologist-AI synergy. 

IV. RESULT 
The ViT model evaluated the patches as stroma, benign, 

score 3, score 4, and score 5 according to the level of 
cancerous cells and differentiates score 3, 4, and 5 with three 
different colors which would be very helpful for the 
pathologists to identify the affected ROIs. In the following 
Fig. 5, we can see around 760 patches in the beginning, and 
the ViT model predicted the level of cancerous cells and 
differentiated a whole image as no box for the benign, blue 
box for score 3, and black box for score 4. 

The performance measures used for model evaluated are 
precision, recall, and f1-score. Overall the model performed 
well and achieved an accuracy of 80.0%. The following Table 
I shows the performance measures for the ViT model. In the 
precision, the model achieved good scores on the stroma, 

benign, and score 3. In the recall and f1-score, the model 
predicted stroma and benign cases very well compared to 
score 3, 4, and 5 cases. Fig. 6 demonstrates the overall 
architecture of the procedure for generating the final predicted 
WSI image. In the final image, the pathologists can see the 
affected areas and its level. The model efficiency can be 
evaluated through the confusion matrix, shown in Fig. 7. 

TABLE I.  VIT ARCHITECTURE FOR CLASSIFICATION 

Classes Precision (%) Recall (%) F1-score (%) 

Stroma 99.0 90.0 94.0 

Benign 84.0 93.0 88.0 

Score 3 82.0 73.0 78.0 

Score 4 63.0 72.0 67.0 

Score 5 74.0 71.0 72.0 

Average 80.4 79.8 79.8 

 

 
Fig. 6. The overall architecture for prediction and generating the final 
predicted image 
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Fig. 7. Confusion matrix of ViT model 

V. DISCUSSION 
The proposed patching technique and ViT model were 

designed to help the pathologists classify different cancer 
images which consist of two active approaches for a vision 
processing task. The sliding window approach in image 
processing is used to get the local information by sub-dividing 
the images into many blocks (may be overlapping or non-
overlapping). The kernel is a small matrix act as a 
transformation, it is used to map the original data into 
modified one. An overview of the model is depicted in Fig. 4. 
The first layer of the ViT linearly projects the flattened patches 
into a lower-dimensional space. The components resemble 
plausible basis functions for a low-dimensional representation 
of the fine structure within each patch. Fig. 5 illustrates the 
workflow for testing and prediction WSI samples. First WSI 
is divided into patches then each patch is fed to ViT model for 
scoring. If there are cancer patch images on prediction, it 
counts the number of predictions: score 3, score 4, and score5 
and makes bounding boxes on WSI that could be helpful for 
the doctors to make a better decision. 

VI. CONCLUSION 
The proposed method is patching WSIs and selecting ROI 

patches using ground truth images to train the ViT model. As 
the ViT is an attention-based model, it may give better 
concentration on cancer tissue areas while training and testing. 
This paper proposes a deep learning-based classification of 
multiple patterns of images extracted from the WSI of a 
prostate biopsy based on the Gleason grading system. The 
results show possibilities to assist the pathologist and other 
researchers to identify and treat of prostate cancer. In the 
future, we will develop the Mask-RCNN architecture for more 
improvement, train the model on a greater number of datasets, 

and explain the prediction of the model via different 
interpretable techniques. 

ACKNOWLEDGMENT 
This work was supported by the National Research 

Foundation of Korea (NRF) grant funded by the Korea 
government (MSIT) (No. 2021R1A2C2008576). 

REFERENCES 
[1] K. Bera, K. A. Schalper, D. L. Rimm, V. Velcheti, and A. Madabhushi, 

“Artificial intelligence in digital pathology — new tools for diagnosis 
and precision oncology,” Nat. Rev. Clin. Oncol., 2019, doi: 
10.1038/s41571-019-0252-y.  

[2] B. Aygüneş, S. Aksoy, G. Cinbiş, K. Kösemehmetoglu, S. Önder, and 
A. Üner, “Graph convolutional networks for region of interest 
classification in breast histopathology,” 2020, doi: 
10.1117/12.2550636.  

[3] S. Bhattacharjee, C. H. Kim, D. Prakash, H. G. Park, N. H. Cho, and 
H. K. Choi, “An efficient lightweight cnn and ensemble machine 
learning classification of prostate tissue using multilevel feature 
analysis,” Appl. Sci., 2020, doi: 10.3390/app10228013. 

[4] T. A. Ozkan, A. T. Eruyar, O. O. Cebeci, O. Memik, L. Ozcan, and I. 
Kuskonmaz, “Interobserver variability in Gleason histological grading 
of prostate cancer,” Scand. J. Urol., 2016, doi: 
10.1080/21681805.2016.1206619. 

[5] W. Bulten et al., “Automated deep-learning system for Gleason 
grading of prostate cancer using biopsies: a diagnostic study,” Lancet 
Oncol., 2020, doi: 10.1016/S1470-2045(19)30739-9. 

[6] N. Chen and Q. Zhou, “The evolving gleason grading system,” Chinese 
Journal of Cancer Research. 2016, doi: 10.3978/j.issn.1000-
9604.2016.02.04.  

[7] M. Is, R. For, and E. At, “An image is worth 16x16 words: visual image 
transformer,” 2021. 

[8] A. Vaswani et al., “Attention Is All You Need,” Adv. Neural Inf. 
Process. Syst., Jun. 2017, [Online]. Available: 
http://arxiv.org/abs/1706.03762.  

[9] Y. Xia et al., “Effective Pancreatic Cancer Screening on Non-contrast 
CT Scans via Anatomy-Aware Transformers,” in Lecture Notes in 
Computer Science (including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics), 2021, pp. 259–269.  

[10] X. Zhu, J. Yao, and J. Huang, “Deep convolutional neural network for 
survival analysis with pathological images,” 2017, doi: 
10.1109/BIBM.2016.7822579. 

[11] J. Yao, X. Zhu, J. Jonnagaddala, N. Hawkins, and J. Huang, “Whole 
slide images based cancer survival prediction using attention guided 
deep multiple instance learning networks,” Med. Image Anal., vol. 65, 
p. 101789, Oct. 2020, doi: 10.1016/j.media.2020.101789.  

[12] M. Salvi, U. R. Acharya, F. Molinari, and K. M. Meiburger, “The 
impact of pre- and post-image processing techniques on deep learning 
frameworks: A comprehensive review for digital pathology image 
analysis,” Computers in Biology and Medicine. 2021, doi: 
10.1016/j.compbiomed.2020.104129. 

[13] “Prostate cANcer graDe Assessment (PANDA) Challenge”, Accessed 
on: Oct. 10, 2021. [Online]. Available: 
https://www.kaggle.com/c/prostate-cancer-grade-
assessment/overview/description.  

[14] D. Tellez, G. Litjens, J. Van Der Laak, and F. Ciompi, “Neural Image 
Compression for Gigapixel Histopathology Image Analysis,” IEEE 
Trans. Pattern Anal. Mach. Intell., 2021, doi: 
10.1109/TPAMI.2019.2936841.

 

402



A Generative Adversarial Network Approach to

Metastatic Cancer Cell Images

Seohyun Lee1, Hyuno Kim2, Hideo Higuchi3, Masatoshi Ishikawa4, and Ryuichiro Natato1

1Laboratory of Computational Genomics, Institute for Quantitative Bioscience, The University of Tokyo

1-1-1 Yayoi, Bunkyo-ku, Tokyo, Japan
2 Department of Mechanical and Biofunctional Systems, Institute of Industrial Science, The University of Tokyo

4-6-1 Komaba, Meguro-ku, Tokyo, Japan
3Department of Physics, Graduate School of Science, The University of Tokyo

4Data Science Research Division, Information Technology Center, The University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo, Japan
seohyun_lee@iqb.u-tokyo.ac.jp

h-kim@iis.u-tokyo.ac.jp

higuchi@phys.s.u-tokyo.ac.jp

ishikawa@ishikawa-vision.org

rnakato@iqb.u-tokyo.ac.jp

AbstractÐThe shapes of metastatic cancer cells are considered
to be relatively different from non-metastatic cancer cells, espe-
cially regarding the degree of development of lamellipodia or the
pattern of internal organ arrangement. However, understanding
the specific pattern of the metastatic cancer cell has just started
to emerge. In this paper, based on the generative adversarial
network approach, we attempted to generate metastatic cancer
cell images using human breast cancer cells where the metastasis-
promoting protein, PAR1, is expressed.

Index TermsÐgenerative adversarial network, cell image clas-
sification, breast cancer cell, biomedical image analysis, deep
learning.

I. INTRODUCTION

Cancer indicates the phenomenon that the cells do not

follow the apoptotic pathway but grow uncontrollably [1].

Although the possibility of staying as a benign tumor is

still high if the cells remain at their original position, it is

considered malignant when the cells spread from the primary

location to the other parts of the body [2]. The process of

this dissemination is known as tumor metastasis, which makes

cancer the most deadly disease with high morbidity rates [3]±

[5].

Therefore, there have been many studies to understand the

internal signal pathway in the cancer cell and to develop

medical treatments using the knowledge of the nanoscale

movement of intracellular information carrier, because the

uncontrolled cell signal cascade is considered to be one of

the essential key factors for the cancer research [1], [2].

Regarding intracellular dynamics, a huge amount of studies

have been conducted to elucidate the specific mechanism

of information delivery. Particularly, the three-dimensional

movement of vesicles in terms of the interaction with the

cytoskeletons such as actin filament and microtubule was

interpreted based on numerical analysis, [6], [7] with the report

Fig. 1. Recognizable difference in cell morphology between representative
KPL4 wild type which is relatively non-metastatic (upper) and protease-
activated receptor 1 (PAR1) overexpressing KPL4 cancer cell which is
considered highly metastatic (lower). A1 and A2 show the pattern of vesicle
distribution while B1 and B2 indicate the difference in the development of
filopodia and lamellipodia, and the contour profile of the cell.

about the characteristic rotational movement of cargoes on the

cytoskeletal networks [8], [9]. Additionally, recent studies also

attempted to introduce machine learning and image processing

method based on computer vision into the cellular dynamics

of the information carriers of interest [10]±[12].
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Fig. 2. (A) A representative training dataset of KPL4-PAR1 overexpressed cancer cell images. (B) The structures of the generator network and the discriminator
network exploited in this study.

The studies introduced above shed light on our under-

standing of the practical movement of the signal carriers in

the cancer cell, but the process of metastasis, which is in

charge of leading cancer to lethal disease, has not yet been

fully elucidated. Recently, because there have been studies

to identify the mutation of a specific protein that promotes

the mobility of metastatic cancer cells, many researchers have

started to focus on the morphology of the cancer cell, as the

irregular shape of the cancer cell is frequently accompanied

by the enhanced mobility for the higher rate of cell migration

[13].

For example, as shown in Fig. 1, the shape of the metastatic

cancer cell can differ from relatively non-metastatic cancer

cells, in the case of the KPL4 human breast cancer cell. Human

observers can detect the different characteristics in morphol-

ogy between two different cell types, such as the distribution

pattern of internal organs (A1 and A2) and the development

of filopodia and lamellipodia as well as the contour profile of

the cell (B1 and B2). Therefore, recent studies have started to

focus on big data of metastatic cancer cell images to develop

deep-learning algorithms for the classification mainly using

such differences in tissue-level morphology [14]±[16]. In our

previous study, we suggested a deep-learning approach to

classifying the type of KPL4 cancer cell, only using their

phase-contrast microscopy images of colony morphology.

In this study, we attempted to introduce a generative adver-

sarial network (GAN) approach [17] into the mimicry of the

morphology of metastatic cancer cells, in order to augment the

cell shape dataset for a more refined classification task [18].

II. DATA PREPARATION

A. Live Cell Imaging

The KPL4 human breast cancer cell line was kindly pro-

vided by Dr. Kurebayashi [19] (Kawasaki Medical School,

Kurashiki, Japan). The cells exploited for the imaging were

cultured in a complete growth medium (Dulbecco’s modified

Eagle’s medium with high glucose, Nacalai Tesque, Inc.,

Japan) and then incubated at 37◦C with 5% of CO2. During the

imaging experiment, cells were stored in the heater (IN-ONI-

F1, Tokai HIT, Shizuoka, Japan) to maintain the physiological

conditions of living cells.

The images of the individual KPL4-PAR1 overexpressed

cancer cells were taken by CMOS camera (Andor, DG-

152X-C0E-F1, Belfast, Northern Ireland) with the microscope

(IX70, Olympus, Tokyo, Japan) where 60× of objective lens

is installed with a stage stabilizer [20]. In order to obtain

clearly defined images of the intracellular area as well as cell

edges, the phase-contrast imaging method, which enhances

the contrast based on optical technique, was exploited in the

imaging experiment. The size of raw images was 500×500.

B. Data Preprocessing and Augmentation

Followings are the process to prepare the KPL4-PAR1

overexpressed cancer cell image dataset as shown in Fig. 2(A).

First of all, the size of all the raw images was reduced to

200×200 to lower computational cost. Second, since the initial

number of prepared images was only 360, the dataset was

augmented by rotating and cropping the images. Because the

size of the image after the transformation basically decreases
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Fig. 3. (A) Loss of generator and discriminator during training. (B) A series of fake images created by generator network at 0th, 1000th, 2000th, and 2500th
iteration.

as the rotation angle increases, we set the incremental angle

as 0.1 degrees, and the initial angle as nπ/2 (n=1, 2, 3,

4). The rotation was conducted for 5 degrees in maximum

(0 < θ < 5). After the rotation, the images were cropped

to generate the largest possible square using the image crop

function in Python Image Library. The four arguments for

the crop, which determine the left, upper, right, and lower

positions, respectively, were calculated as below.

(left, upper, right, lower) = (α, α, s− α, s− α) (1)

where s indicates the size of expanded image produced

by the rotation of the original image and α refers to the

value computed by the following calculation in the case of

the rotation by θ.

α = s× (sin θ × cos θ/(sin θ + cos θ)) (2)

Utilizing the above data augmentation method, the volume

of the total image dataset was enlarged to 72,000 and the

images were fed to the generator as well as discriminator

models with the batch size 128.

III. MODEL CONSTRUCTION

A. Experimental Condition

In the experiment, the models were constructed by using

the Pytorch framework (version 0.4.1) with Python version

3.7.9, in Linux (Ubuntu 16.04 LTS) operating system. The

number of epoch for the training was set to 5, which produces

approximately 2,800 iterations with a batch size of 128 for

72,000 images in total. Additionally, the loss was computed

using Binary Cross-Entropy loss, and Adam optimizer [22]

was exploited for both generator and discriminator networks.

B. Deep Convolutional Generative Adversarial Network

The practical structure for the cancer cell image generator

and discriminator networks were constructed based on the

deep convolutional generative adversarial network (DCGAN),

one of the extended GAN, which respectively utilizes convolu-

tional and convolutional-transpose layers for the discriminator

and the generator network [21]. Composed of convolutional-

transpose layers, batch normalization layers, and ReLu acti-

vation, the generator network produces fake images from a

noise vector in order to deceive the discriminator. On the

other hand, the discriminator network comprises convolution

layers, batch normalization layers, and LeakyReLu activation

to discern the real images from fake images created by the

generator network. The entire structures of the generator and

discriminator are as shown in Fig. 2(B).

IV. RESULT AND DISCUSSION

The loss over iteration for generator and discriminator net-

work is as shown in Fig. 3(A) and the fake images created by

generator network at 0th, 1000th, 2000th, and 2500th iterations

are as shown in Fig. 3(B). The generator loss was computed

by logD(G(z)) where z indicates the latent vector and G
represents the generator network which outputs the image

while D refers to the discriminator network which produces a
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scalar probability that G(z) is real. Likewise, discriminator

loss is calculated as logD(x) + log(1 − D(G(z))) where

D(x) means the average output for all the real batches by the

discriminator, which is the sum of the losses for the real and

fake batches. The goal of GAN is achieved when the generator

can produce perfect fake images so that the discriminator

can guess with 50% of confidence. In this experiment, the

fake images were stably created when the iteration reaches

approximately 2000, as shown in Fig. 3(A), and the level

of loss lingers until the final epoch. Accordingly, the quality

of fake images produced by the generator network remains

similar when iteration is over approximately 2000, as shown

in Fig. 3(B).

Although the generator loss was reduced overall and the

value of D(G(z)) oscillates between 0.1 and 0.6, the goal of

which is 0.5, the generated cell images are still recognizable

as fake by human observers. First, the generator network is

good at defining the edges of cells, but the location of the

nucleus and the distribution of internals still seems obscure in

the produced images. In addition, as the loss of the generator

network did not apparently decrease after the 2000th itera-

tion, the quality of generated cell images was not seemingly

enhanced.

Because the main reason we attempted to produce fake

cancer cell images is to augment the image dataset which

can be subjected to the classification task for distinguishing

metastatic and non-metastatic cancer cell lines only by their

images, optimization of the number of epochs as well as the

structural composition of both generator and discriminator are

remained to be improved in the future work. Moreover, not

only the KPL4-PAR1 overexpressed cell line but also the

KPL4 wild type cell line which is known to be relatively

less metastatic should be included in the next experiment,

in order to prepare similar amounts of the image dataset. If

we are able to compose and train the image dataset made of

DCGAN-based augmentation besides real microscopy images

for KPL4-PAR1 overexpressed cell and KPL4 wild type cell,

it is expected to help our understanding of the morphological

characteristics of metastatic cancer cell lines.

V. CONCLUSION

In this paper, the microscopy images of the KPL4-PAR1

overexpressed cell line, which is known to be a metastatic

human breast cancer cell, were generated by DCGAN. The

raw cell images were obtained by using phase-contrast mi-

croscopy, and the volume of the dataset was enlarged based

on the rotation and cropping of the images. After the 2000th

iteration, the generator network was able to produce the images

that discriminator can tell the genuineness of the images by

approximately between 0.1 to 0.6, and a human observer

can detect the similar shapes of cell edges compared to real

cell images. With more improvement in layer composition

and image data preparation, the result shown in this study is

expected to be exploited in data augmentation for metastatic

cancer cell classification task, which aims to understand the

individual morphology of highly metastatic cancer cell lines.
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Abstract—One of the challenging problems for facial land-
marks detection is learning important features from faces that
contain different deformation of face shapes and pose. These
important features include eye centres, jawline points, nose
points, mouth corners etc that are helpful in various computer
vision-related applications. The detection of facial landmarks
is difficult when faces have a lot of variation in different
conditions. These conditions could be various imaging conditions
such as illumination, occlusion, or head poses. In this paper, we
propose a deep learning-based facial landmarks detection model
called Unet-Inception-ResNet (UIRNet) to predict distinct feature
points. The model predicts 68-point landmarks from the detected
faces from digital images or video.

Index Terms—facial keypoint detection, convolutional neural
network, encoder-decoder

I. INTRODUCTION

Due to various implications of face recognition, the perfor-

mance gap between machines and the human visual system

domain becomes a huge obstacle. Since recognising faces for

humans can be done effortlessly but it is a challenging problem

for the machines in the computer vision area over many years

[1]. In particular, the identification methods for fingerprint or

iris scans are more accurate than face recognition. Extensive

research has been carried out for face recognition since it

is an important method for the identification of the person.

Face recognition is related to many domains such as computer

and pattern recognition, security, biometrics, neuroscience,

and multimedia processing. One of the difficult fields in face

recognition is face alignment or facial landmark detection.

The facial landmark detection goal is to detect the location of

predefined facial landmarks, such as the corners of the eyes,

eyebrows, the tip of the nose. It has been widely applied to

a large variety of computer vision applications. For example,

head pose estimation, facial re-enactment, 3D face reconstruc-

tion, etc. Recent advances in facial landmark detection focus

on learning vital features from different deformation of face

shapes and poses, different expressions, partial occlusions and

so on. A simple framework is to construct features to depict the

facial appearance and shape information by the convolutional

neural networks (CNNs), and then learn a model, to map

the features to the landmark locations. A CNN captures the

complex semantic relationship between the features for a

variety of applications. In this paper, we propose a symmetric

encoder-decoder network with an Inception-ResNet module to

better capture the landmarks for the detected faces in real-time.

II. EXPERIMENT

A. Implementation Details

The facial landmarks model is trained with a combined

dataset of 300W [2] and 300VW [3]–[5] with a total num-

ber of 112,111 images. The 300W dataset comprises AFW,

HELEN, LFPW, XM2VTS, and IBUG datasets where images

are annotated with 68 landmarks. The images in the dataset

are resized to 112 × 112 resolution in grayscale. The Keras

framework is used for model implementation and trained with

a batch size of 32 and epochs of 100. We also apply early

stopping once the model performance stops improving on the

validation data. The model is continuously optimized with the

Adam optimization technique [6] with a learning rate of 10−4.

The whole dataset is split with a ratio of 60 to 20% for training

and testing subsets. The testing subsets are further split with

20% of validation subsets from testing subsets. For the model

training, mean squared error (MSE), which is defined as the

average of the square of all of the errors, is used between

ground truth and predicted points.

B. Models

The proposed model adopts symmetric architecture called

Unet [7] as a baseline model as shown in Fig. 1. The original

Unet architecture is also called a contraction-expansive path or

encoder-decoder. The Unet model is effective where the output

is of similar size as the input and the output needs that amount

of spatial resolution. As the name, the architecture resembles

a U shape, which has a downsampling or encoder path on the

left part and upsampling or decoder path on the right part.

The downsampling path consists of recurring layers of two

3×3 convolutions followed by the Hswish activation function

and batch normalization. The spatial dimensions are reduced

with the application of a 2 × 2 max-pooling operation. This

downsampling or encoder path helps to capture the contextual

information in the image. Moreover, the number of feature

channels is doubled with spatial dimensions being halved.

In the upsampling step, several transposed convolutions are

used and the corresponding feature map from the encoder is

concatenated with 3 × 3 convolution. The final layer has a
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Fig. 1. Proposed symmetric encoder-decoder with Inception-ResNet module.

1× 1 convolution to map the channels to the desired number

of classes. The upsampling step helps to get the precise

localization which is important for facial landmarks detection.

The number of landmarks to be predicted can depend on

the different target tasks. The Unet architecture combines

the high-level features which are semantically low from the

encoder and reused with upsampled output in the decoder.

The proposed model called Unet-Inception-ResNet (UIRNet)

is further extended with an inception-resNet module to get a

better level of abstraction.

The Inception-ResNet module as shown in Fig. 2 is a

tunable structure that gives several possibilities to change the

number of filters in the layers. For the model, a different

number of filters such as 1× 1, 3× 3, dilated filters are used

to extract features. The different filters help to concentrate on

the different parts of face images to detect facial landmarks.

A skip connection performs an identity mapping by adding

the original input features to the output of the stacked layers.

The Inception-ResNet modules are placed after the 1st, 3rd, 5th

and 7th stacked convolutions layers of UNet. Each layer in the

module is followed by batch normalization and Hswish acti-

vation. The Hswish activation function replaces the expensive

sigmoid with its piece-wise linear in swish which could be a

disadvantage for mobile devices.

III. DISCUSSION

The facial landmarks detection is being experimented with

three models such as simple encoder-decoder, Unet and UIR-

Net. The simple encoder-decoder model used in the exper-

iment has a similar structure with Unet without the con-

Fig. 2. Inception-ResNet module structure.

catenation of a higher-level feature map from the encoder

to upsampled output from the decoder. All the models are

evaluated with the MSE loss function to measure the average

of the squares of the errors. The faces are detected with the

ResNet- single-shot detector(ResNet-SSD) face detector from

images or video. The SSD [8] is faster than Faster R-CNN

since it does not need an initial object proposals generation

step.

The simple encoder-decoder has a similar structure with

Unet but without concatenation. As shown in Table 1, it

408



Table I: Comparison with different CNN models with proposed

model

Model Accuracy Parameters (in Millions)

Simple encoder-decoder 64% 3.8M

UNet 39% 3.6M

UIRNet 73% 4.3M

achieves 64% of prediction accuracy with 3.8 M total parame-

ters on the combined dataset. The encoder reduces the spatial

dimensions in every layer and increases the channels. But

decoder increases the spatial dimensions while the reduction

in channels. Hence the spatial dimensions are restored to

predict each pixel in the input image. Real-time detection of

facial landmarks with simple encoder-decoder in Fig. 3, shows

approximate localization of facial landmarks. It does not align

well around the nose, mouth and jaw area.

Fig. 3. Facial landmarks detection with simple encoder-

decoder.

The Unet which is a symmetric encoder-decoder with the

concatenation of high-level features with upsampled output

gives 39% of prediction accuracy on the combined dataset with

3.6 M parameters. One of the reasons it shows lower accuracy

on the combined dataset is less variation in data needed

to tackle different conditions such as head pose, occlusion

and illumination. The Unet is limited in extracting complex

features from images. In Fig. 4, facial landmarks detected

suffers completely with extreme variations in head poses.

The proposed model, UIRNet, is extended with the

Inception-ResNet module and achieves 73% of prediction

accuracy with 4.3 M parameters on the combined dataset.

The Inception-ResNet allows changes to the number of filters

in various layers without affecting the quality of the fully

trained network. The different filters help to extract features

at different scales especially in a different part of the face

region. The skip connection added with the Inception makes

the architecture deeper to prevent degradation problems. Fig.

5 shows the real-time detection of facial landmarks with the

proposed model UIRNet. The UIRNet has better localization

of facial landmarks compared to the other two models with

most of the facial landmarks. It also shows approximate

alignment with different head poses but suffers distortion with

Fig. 4. Facial landmarks detection with Unet.

Fig. 5. Facial landmarks detection with UIRNet.

roll rotation around the z-axis.

IV. CONCLUSION

In this paper, we proposed a model called UIRNet for

predicting facial landmarks in real-time. The UIRNet uses a

Unet as a baseline network with the Inception-ResNet module

to improve prediction accuracy. We trained and compared

our proposed model with other CNN models such as simple

encoder-decoder and Unet with the combined dataset of 300W

and 300VW. The proposed model showed better prediction ac-

curacy than the other two models. Though prediction accuracy

is improved, the model still suffers from large localization

errors for extreme variations. For future work, we aim to

improve our model for different unconstrained conditions for

robust detection.
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AbstractÐElectric Vehicles (EV) are limited to a short driving
range owing to battery constraints. The charging locations of EVs
also tend to be quite distant from one another and often times
they are not available in many places. The combination of these
two problems lead to longer trip durations for an EV since the
depletion of the battery requires travelling to distant locations
or even taking detours to reach the charging stations. In the
proposed network scheme, an EV that lacks energy to complete
its trip can request for energy from EVs in its vicinity. The model
proposed is based on a variant of evolutionary game theory.
This model is premised on the selfishness of each individual
EV and is expanded upon using replicator dynamics on graphs.
The EV which is requesting charge, known as a receiver, offers
an incentive to attract other EVs, known as givers, to share
their energy. The model outlines the procedure by which the
regulation of the incentive contributes to a change in the ratio of
givers in the model. The results demonstrate that an equilibrium
can be established where there is the consistent creation of
givers in the system. This equilibrium is attained by varying
the incentive offered by EVs with depleted energy levels. Thus,
using a theoretical and numerical approach it is demonstrated
that an effective energy sharing system is sustainable.

Index TermsÐElectric vehicle, evolutionary game theory, repli-
cator dynamics, bi-drectional DC-DC conversion

I. INTRODUCTION

Electric vehicles (EVs) and their widespread use are a

major tool in humanity’s arsenal to fend off the climate crisis.

The transportation industry, in general, stacks up a significant

share of the greenhouse gas emissions around the world

[1]. Road transport alone contributes approximately 72% of

the emissions from this industry [2]. As a result, EVs are

likely to play an essential role in curbing greenhouse gas

emissions. There is a major hindrance, however, to its adoption

in everyday life and global coverage.

Firstly, the distance that can be traversed seamlessly by

an EV is circumscribed by its current battery limitations.

This drastically reduces the distances that can be travelled

by an EV compared to traditional vehicles. A shorter driving

range leads to a much more frequent need to visit Electric

Vehicle Charging Stations (EVCS) to restore depleted energy

levels of the battery. This leads to increased trip durations,

consequently, disincentivising consumers from switching to

EVs from traditional vehicles.

Secondly, infrastructure issues in the form of limited EVCSs

add to the aversion of EVs among the general populace [2].

These stations tend to be few and far apart. The problem

of limited driving range gets exacerbated with a paucity of

these EVCSs in the vicinity of the drivers. This challenge

gets compounded when such public infrastructure is out of

service or malfunctioning. As a result, EVs are forced to

travel to distant charging locations which leads to extended

trip durations. Long queues at sparsely available charging sites

can lead to longer charging times as well.

To boost the popularity of EVs- curbing emissions from

vehicles in the process- an efficient energy sharing scheme

is being propounded in this study. The EVs in this system

are either autonomous or semi-autonomous. The bedrock of

the scheme being proposed is a variant of an evolutionary

game theoretic approach. In addition to the design of a stable

and perpetual system, the aim is to establish automation in

this system such that any EV with depleted charge levels can

collect charge from surrounding EVs upon request. When the

energy level drops below a designated threshold, the EV sends

out requests using existing communication networks. The EV

with depleted energy can be labeled as the receiver.

Fig. 1 below illustrates the proposed scenario where a

receiver in its journey to its destination engages in an energy

sharing scheme with other EVs. The EV which accepts the

request and takes upon the role of sharing energy with this

receiver is labeled as giver. The request sent out using

communication networks reaches to all the EVs which are

connected to the network. The distance that an EV can travel

with its remaining charge is used to form a circular cluster

around it with other EVs along the cluster’s radius becoming

participants in the game. This game-initiating EV ensures

that minimum energy is expended in suit of this energy

collection purpose by traveling the shortest path. Owing to

the autonomous selection of giver EVs in the cluster by local

interactions among them, the goal of the scheme is fulfilled.

Due to its logical, strategic decision-making features, the

evolutionary game theoretic method is one of the most suited

techniques for achieving such a system. It takes into account

the process of natural selection which is advantageous in

dealing with selfishness among the EVs. It uses a mathematical

model called replicator dynamics to characterize it [3].

All participants are assumed to be homogenous agents as

EVs with same charging port, equal battery capacity etc. All
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Fig. 1: Proposed scenario.

the EVs along form Internet of things (IoT) devices which

communicate with each other on existing networks. Charge

transfer occurs using bidirectional DC-DC converter technol-

ogy using a wired setting. It is heavily employed already in the

domain of stored energy systems. This converter technology is

nowadays demonstrated to be effective at the transfer of charge

between vehicles. Bidirectional DC-DC technology leads to an

increase of 1% SOC in 1 minute 8 seconds [4]. The change in

SOC is interpreted by the receiver and giver EVs in terms of

the cost per unit they are expending or in terms of the incentive

being provided to them. This is further elaborated upon in

sections below. This also helps to validate the repetitive nature

of the game as every time the receiver’s charge is depleted, it

requests for charge and the game is re-initiated. It is noted that

all the EVs and their batteries are part of a vehicle-to-energy

network supported via the Internet of Things (IoT)

This process continues till the receiver can reach its des-

tination. Other technologies such as battery swapping and

V2G (Vehicle to Grid) charging are also prevalent in the EV

charging technology domain. In light of the proposed scheme

which requires vehicles to exchange their energy and then

continue in their respective journeys, each EV is fitted with

this converter technology and its component devices [5], [6].

Afterwards the applicability and suitability of this energy-

sharing scheme is discussed where section II ponders upon

other studies conducted in relevant fields, section III describes

the proposed scheme, section IV demonstrates the numerical

results and section V concludes this study.

II. RELATED WORKS

Vehicle-to-vehicle (V2V) energy sharing technology is be-

coming increasingly popular. There is research which focuses

on the challenge of routing, scheduling, and matching vehicles

in a V2V Wireless Power Transfer (WPT) medium on an

energy-time extended network, and provides a dynamic pro-

gramming solution approach to solve it [7]. Other researchers

are positing charging sharing schemes among EVs (V2V)

which employs inductive power transfer. Those works posited

novel solutions into different ways inductive charging can be

deployed which are not yet practically implementable [5],

[6]. Research is going on to develop a cost-effective energy-

sharing framework for electric vehicles. In one such energy-

sharing model, the study offers a comprehensive approach to

energy management, integrating the applicability and existence

of grids, thus taking a holistic view of energy management [8].

Other works have focused on V2V energy sharing using fog

computing. Those works have delved into ensuring security

in such transactions using blockchain methods to enable a

robust network of EVs [9]. There are other research proposals

which suggest the charging of EVs while driving on the road

wirelessly [10]. However, such systems entail the overhaul

of current infrastructure which can be extremely costly. The

advantage of the scheme proposed in this paper is that it does

not impose onerous restrictions on the type of infrastructure

needed for implementation. The following section dives into

the details of the proposed scheme.

III. PROPOSED SCHEME

The discussion in this section encompasses the formulation

of the game to be modeled, the various components of the

game and its implementation in the system. The relationship

between the EVs in this system is thoroughly outlined along-

side the different roles they might play in the game. It is noted

that all the EVs and their batteries aided by IoT is the vehicle

to energy networking.

A. Overview

This paper suggests an automated system which aims at

increasing the range of EVs and reducing trip durations. The

objective is to reduce trip durations by not having to divert

from the route of the destination to reach an Electric Vehicle

Charging Station (EVCS). In cases where there are no EVCSs

in the vicinity, this approach can help the community even

more. The design of the system is such that it does not

necessitate changes to public infrastructure and bypasses all

the bureaucracy and cost its change entails.

The cluster formed around the receiver EV dictates the

environment of the game. If an EVCS is far away, even within

this cluster, and takes the receiver farther from its desired

route, trip duration can increase. The problem is exacerbated

if no EVCSs are found within the cluster. This brings forth the

need for energy sharing emong EVs. However, the challenge

is that all vehicles are potentially selfish and are unwilling to

share their energy. As such, a system is proposed that a) selects

a giver EV that rendezvous and shares its energy with the

requesting (receiver) EV and b) takes the vehicle’s selfishness

into account. The system must not have any form of human

intervention.

Here, every individual EV in the overall population formu-

lates a strategy for itself. The strategy that gets chosen by

an EV changes in every round of the game. This change can

be visualised with the help of replicator dynamics on graphs

[11], [12], [13], [14], [15]. Replicator dynamics on graphs is

a derivative of the original replicator dynamics in the case

of a finite population. According to replicator dynamics, the

prevalence of a particular strategy being adopted by EVs in
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the system is dependent upon the payoff that those EVs can

attain from that strategy. The members of the population of

EVs in this case represent the vertices of a regular graph. The

utilisation of the scheme allows the selection of certain EVs

in a cluster referred to as giver EVs which are willing to share

their energy with the receiver EV. For this work, giving and

not giving are the two allowed strategies in the population

upon the receiver requesting energy.

To adopt this modeled game, there needs to be the recur-

rence of the following three stages:

1. Giver Selecting Stage: Every individual EV chooses to

be a giver or a non-giver depending on mutual interactions

with other EVs in the cluster.

2. Receiver Responding Stage: When the selection is com-

plete among the EVs in the cluster, all the EVs communicate

with the receiver and the receiver responds to rendezvous for

energy sharing.

3. Energy Sharing Stage: Each giver meets and shares

energy with the receiver. Non-giver EVs do not meet with

any EV and do not take part in energy sharing.

A round of the game is defined as the repetition of these

three stages which is undergone by the system. It is assumed

that all the vehicles synchronise with each other and are

cognizant of the duration of the round. The amount of energy

intake by the receiver and the amount it further needs to reach

its destination determines every individual round. The length

of the round is communicated among the EVs and can be

updated if necessary. This model is a variant of evolutionary

game theory based on a self-organized data aggregation tech-

nique described in [16].

The fundamental theme propelling this scheme is that EVs

are selfish about their energy. As a result, an incentive is

needed to prod them to share their energy. The giver in every

round is imparted with a type of benefit to attract them which

serves as the incentive. This brings forth two challenges: 1)

How can the selection of givers be done automatically under

situations where all EVs are potentially selfish? 2) Is it possible

to control the number of givers? Here, the application of this

variant of evolutionary game theory can assist in resolving

these since it takes into account the different influences caused

by the mutual interactions among the EVs.

B. Selection of the Givers

The vehicles in the cluster are under mutual dependency

with other cluster members. It is assumed that each node com-

municates with its neighboring receivers and then determines

to be a giver or a non-giver based on the potential benefits

it can reap. In this system, let c be the equivalent amount of

credit that is expended as a giver travels and consumes battery

energy to meet, i.e. equivalent to the decrease in SOC, with

a receiver for energy sharing purposes. Let, the amount of

incentive offered by the receiver be b, i.e. equivalent to the

increase in SOC it can attain using that gain in credit. This is

the energy equivalent amount of credit that the givers are to be

provided if they expend c amount of energy equivalent credit

to service the request of receivers. The EVs can utilise this b

Fig. 2: Selection of giver EVs.

amount of credit automatically at any EVCS to get recharged

by the energy level afforded by b without any additional

payments. However, since the non-giver EVs are not traveling

in the quest of sharing energy, they are also not spending

energy for the cause. So, non-givers are neither losing nor

consuming any energy in order to service the request of the

receiver. Fig. 2 above illustrates the giver selection and the

corresponding payoff received when the other EV chooses to

be a non-giver.

Since the EVs are selfish in nature it must be ensured that

their energy expenditures are offset by subsequent incentives.

Hence, the incentive offered by the receiver needs to be a

level of b such that b ≥ c . Intuitively, it can be asserted that

larger the b being offered, the more the number of givers. This

condition also helps to subdue the number of non-givers in a

system. This incentive b can only be offered by the receiver

which allows it to regulate the number of givers created in the

system.

Initially, the bargain among vehicles is modeled as a game

between two neighboring EVs, i.e. players in evolutionary

game theory. There are two roles (strategies) for each player:

giver (shares energy with the receiver) and non-giver (declines

to share energy with the receiver). Table I below illustrates the

possible combinations among the two players in this game.

TABLE I: The payoff matrix in between two EVs.

❳
❳
❳
❳
❳
❳
❳❳

EV 1
EV 2

Giver Non-Giver

Giver b

2
− c, b

2
− c b− c, 0

Non-Giver 0, b− c 0, 0

The ensuing payoffs for all of the individual scenarios can

be modeled by taking the credit offered by the receiver and

the equivalent credit of the energy consumed by the EVs into

account. An individual EV knows its own payoffs in light of

the possible strategies of other players, without knowing the

exact strategies. A giver strategy is likely to be preferred by

an EV which results in the highest possible payoff. Each EV

is cognizant of the payoff it can receive when the competing

EV chooses the same or different strategy.

In a case where one of the EVs is a giver with the other

being a non-giver, the largest gain is by the giver whereas the

non-giver remains at a net neutral point with no loss or profit.
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The receiver offers the full incentive to the giver (b−c ≥ 0) for

this scenario since other EV chooses to become a non-giver.

In the case where none of the EVs choose to share their

energy, i.e. both choose to be non-givers, they encounter no

net loss but they also do not get the potential profit that sharing

their energy could have reaped.

In the case where both the neighboring EVs decide to

become givers, the receiver meets with both the vehicles for

energy sharing. As a result, the incentive offered to each car

is halved ( b
2
≥ c). Afterwards, it is possible to abstract Table

I into Table II.

TABLE II: The abstracted payoff matrix in between two EVs.

❳
❳
❳

❳
❳
❳
❳❳

EV 1
EV 2

Giver Non-Giver

Giver P , P T , S

Non-Giver S, T R, R

In the abstracted payoff matrix, T > R and P > S. In this

proposed scenario every vehicle is incentivised to become a

giver as T > R. The larger the b, the greater is the incentive.

Resultantly, this proves that the receiver EV can change the

value of b to control the creation of givers. In addition, if both

EVs taken into consideration choose to be givers, the receiver

can take energy from both the EVs offering half the incentive.

Furthermore, the condition T + S > R + P facilitates the

selection of a role which is an evolutionarily stable strategy

[17]. The most preferred role is the case where a player

can get the highest reward for sharing their energy while

the other player does not wish to share their energy. In

conjunction with the payoff matrix and evolutionary game

theory, when every EV undertakes appropriate strategies to

maximise its own payoff, then the system reaches a fully

stable situation where both givers and non-givers stably coexist

[13]. A distinguishing characteristic of this model is that the

selections are entirely dependent on the mutual interactions

among the vehicles by taking into account the selfishness

of each player. The time it takes for charging during each

interaction is assumed to be constant. This is predicated upon

the homogenous nature of the EVs considered and hence, the

latency of the giver and receiver side is also assumed to be

constant throughout the system.

IV. ANALYTICAL RESULTS

In this section, the relationship between the ratio of givers

and the parameters of the payoff matrix is derived analytically

with the aid of replicator dynamics on graphs [12], [15].

Each EV derives a payoff from the interactions with all of

its neighbors. Afterwards, a comparison is performed in terms

of the obtained payoff with a randomly chosen neighbour.

The replicator equations on graphs are delineated upon along

with a thorough elucidation of the anaytical results obtained.

Furthermore, the future scope of this research which can

further validate this work is also expanded upon.

A. Replicator Equation on Graphs

In order to start the derivation of replicator equation on

graphs [13], consider the ratio of giver EVs to the total number

of EVs as x. On the other hand, 1−x is the ratio of the non-

giver EVs to the total number of EVs. The expected fitness

f1 and f2 are given by

f1 = x(
b

2
− c) + (1− x)(b− c),

f2 = 0. (1)

Let k denote the number of neighbors of each EV, called

degree of graph [14]. Despite the fact that the analysis given

is based on the k-regular graph [12], the method may also be

applied to non-regular graphs, like unit disk graphs [12], [14].

This allows us to visualise on graphs how the total number

of EVs in a cluster can affect the ratio of givers at a certain

incentive level. The sum of the original payoff matrix and a

modifier matrix is the modified payoff matrix for evolutionary

game theory on graphs [13]. The modifier matrix is given as

Table III.

TABLE III: Modifier matrix between two EVs.

❳
❳
❳
❳
❳
❳
❳❳

EV 1
EV 2

Giver Non-Giver

Giver 0, 0 m, −m

Non-Giver −m, m 0, 0

m =
(k + 3)( b

2
− c) + 3(b− c)

(k + 3)(k − 2)
, ∀k > 2. (2)

The local competition among the strategies is denoted by m

(as shown in Table III). Each tactic’s gain is another’s loss,

and local competition between the identical strategies yields

zero. The expected payoff for the local competition g1 and g2
of giver and non-giver are

g1 = (1− x)m,

g2 = −xm. (3)

Consequently, the average payoff consisting of the two strate-

gies becomes

φ = x(f1 + g1) + (1− x)(f2 + g2). (4)

Putting the values from Eqns. (1) and (3) into Eqn. (4),

φ = x[x(
b

2
− c) + (1− x)(b− c)]. (5)

From Eqns. (1), (3) and (5), the replicator equation on graphs

[13] is found for k > 2 to be

ẋ = x(f1 + g1 − φ).

This can be manipulated to

ẋ = x(1−x)[−
xb

2
+(b−c)+

k( b
2
− c) + 4.5b− 6c

(k + 3)(k − 2)
], ∀k > 2.

ẋ represents the derivative of x. Therefore, in order to obtain

the maxima of x, ẋ = 0 is taken. Therefore, x∗ = 0, 1 and
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Fig. 3: The supremum and infimum of b varying with k. Fig. 4: Modifier m controlled by changing the value of b.

Fig. 5: The value of x∗ controlled with the value of b. Fig. 6: The value of b controlled with the value of x∗.

x∗ =
2

b
[(b− c) +

k(b− c) + 4.5b− 6c

(k + 3)(k − 2)
], ∀k > 2. (6)

Now, this is feasible for 0 < x∗ < 1. So, from Eqn. 6,

c(k2 + 2k)

k2 + 3k+9

2
− 6

< b <
2c(k2 + 2k)

k2 + 2k + 3
, ∀k > 2 (7)

It is found

0 <
c(k2 + 2k)

(k2 + 3k+9

2
− 6)

<
2c(k2 + 2k)

(k2 + 2k + 3)
, ∀k > 2

such that b > c. The numerical results with the aid of

figures are expanded in the following section. The equilibrium

achieved in Eqn. (6) plays a vital role in controlling this

model. The impacts of the different variables and their inter-

relationship is discussed in the end.

B. Numerical Results

The three variables that the model depends on are b, c and

k. The values of these variables affect the value of x. In this

scheme, c is a very prominent variable in the case of all the

graphs obtained from replicator dynamics. For the purpose

of this study, we have considered c to be equivalent to 0.25

units but c can be chosen as any value depending on how

far a giver needs to travel for upholding our model. We have

kept the value sufficiently small for the ease of calculation.

All the following graphs have been extrapolated keeping this

assumption in mind, without loss of generality. The units of

b and c must be the same. Also, the value of c would change

according to the pricing scheme. In short, the value of c in

our work is just an assumption. It is not universal. And this

value and its unit impacts the entire system comprising of b

and x∗.

Fig. 3 demonstrates the supremum and infimum of b as

satisfied by Eqn. 7. It is observed that even in the worst

case, the value of b cannot be less than c, which satisfies a

cornerstone of this work stating that b ≥ c. Furthermore, it

is observed that the maximum value of b results in 2c. This

substantiates the model because it proves that the givers will

not lose. This also clarifies that the givers cannot demand an

unreasonable amount of credit, since this is controlled by the

saturation of b for higher numbers of EV in the radius.

Afterwards, Fig. 4 represents the local competition among

the EVs. The modifier equation is represented from Eqn. 2.

The modifier graph converges to 0 for different values of b

with large k values which implies that the likelihood of EVs

all choosing similar strategies is minimal.

Further, the variation of the value of x∗ for the controlling

of the value of b is also evident from Fig. 5. Here, x∗ can

be any value in between 0 and 1, depending on b for a fixed
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number of EVs. It can be deduced that for a specific b, x∗ does

not change when k becomes large owing to the fact that for

limiting value of k, m tends to zero as illustrated in Fig. 4. On

the other hand, for relatively smaller values of k, for instance,

less than 15, x∗ shows different characteristics, depending on

b. With decreasing values of b, the value of x∗ decreases and

vice versa. Therefore, our model is valid since the changing

of incentive b affects the ratio of givers x∗ in the system. As

x∗ can be controlled by b, similarly, b can also be controlled

by x∗. This is evident from Fig. 6. In essence, this means that,

the more the number of givers in the vicinity, the more the

giver will have to pay, unless the excessive amount of EVs

has already saturated the value of b.

C. Future Scope

Future works can be directed at further validating this model

with the aid of agent-based dynamics to conduct micro level

experiments. These experiments are to be worked on to ensure

these mathematical models are elaborated upon. It can allow

the model to be viewed from a micro level perspective in

contrast to the macro level perspective present here. Micro

level considerations can be included in these studies ranging

from time, distance and the relative velocity of the EVs.

Since in this analysis time is assumed to be constant, future

work can include the factor of time and thus form a dynamic

game. A dynamic game can further be executed with the

aid of Reinforcement learning (RL). It can then elucidate the

latency of the giver and receiver. Varying latencies of giver

and receiver can be investigated. These considerations can

reinforce the robustness of this proposed model.

V. CONCLUSION

Widespread acceptance of EVs as viable alternatives is

stunted by many impediments. The main reason for this is

range anxiety. The objective of this study is reduce trip dura-

tions for EVs by providing charging sources where there are no

charging stations nearby, whittling down trip durations in the

process. This is achieved by the design of an efficient model

to share energy among EVs which is conducted autonomously

with the aid of a variant evolutionary Game Theory. It paves

the way for the creation of a system where an EV can

collect energy from other EVs by touting an incentive. The

level of incentive offered by receivers is used to control

and induce the creation of givers, thereby, formulating an

automated system of EVs connected in a network to share

energy amongst themselves. The elucidation of the model

using replicator dynamics on graphs in conjunction with the

numerical results allows the comprehensive analysis of this

proposed framework. The theoretical and numerical approach

employed here substantiates the equilibrium of givers and

the corresponding incentives that regulate this equilibrium. In

this way an efficient energy sharing scheme among electric

vehicles can be established.
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Abstract— Indoor position system based on ultra-wideband 
technology was recognized recently as its great potential to 
guarantee accurate localization. Non-line-of-sight identification 
attracts lots of attention. Extracted from the different 
characters of channel impulse response using Machine Learning 
is proposed to reduce the localization error, caused by non-line-
of-sight condition. In this paper, we proposed an efficient 
method using Generative Adversarial Network for data 
augmentation cooperating with autoencoder for enhancing the 
training model. The results show our framework obtained state-
of-art identification performance. 

Keywords— ultra-wideband, generative adversarial network, 
non-light-of-sight, machine learning 

I. INTRODUCTION 
Ultra-wideband (UWB) communication recently is one of 

the most outstanding technologies because of its low-power 
consumption, high accuracy, robust operation, and low 
complexity for building accurate Indoor Positioning System 
(IPS). However, obstacles and other interferers can lead to 
non-line-of-sight (NLOS) situations between the emitter and 
the receiver as well as decreasing the ultimate location in 
indoor environment [1]. Therefore, NLOS detection is 
important to improve the overall performance of UWB-based 
systems by excluding or correcting NLOS contaminated 
distance before employing range estimation. 

There are a lot of methods are discussed for NLOS 
identification. These methods can be classified into four 
groups. In the first method, they try to find the differences of 
the estimated distance information under Light-of-Sight 
(LOS) or NLOS conditions based on a detection threshold 
determined by mean values of Gaussian distribution for each 
situation respectively [2]. The second method use the energy 
of the first path is dramatically greater than the energy of the 
delayed paths in channel impulse response (CIR) [3]. 
However, many factors influence the signal propagation path 
loss model, and manually picked features may not be 
sufficient for LOS/NLOS classification. The third method is 
built based on the context awareness of the mobile user or 
environment data (e.g., geometries and attenuation factors) 
[4]. However, this method requires large computation and also 
a prior position is necessary. Inspired by the superior 
performance of machine learning method for data 
classification and tackle the imbalance samples problem in 
NLOS and LOS dataset, we proposed a novel UWB NLOS 
detection and classification method based on Generative 
Adversarial Network (GAN) and improved Machine Learning 
(ML) using Autoencoder network which demonstrate the 
enhancement of detection accuracy. The remainder of the 
paper is organized as follows. Section II presents the NLOS 

problem and CIR model; Then, we describe imbalance data 
issues and data augmentation method to tackle this issue in 
Section III; Section IV provides detail of our frameworks; we 
also detail the experimental result and comparison with others 
method, some discussion and future works are given. 

II. LOS/NLOS PROBLEM STATEMENT 
Distance information from various channels is used to 

determine location results in UWB-based IPS. The Time of 
Arrival (TOA) method is used in UWB-based IPS for distance 
calculation because it provides more accurate. Meanwhile, the 
CIR measurements are used to obtain distance information by 
using the TOA technique. Figure 1 shows the CIRs of single 
preamble pulse generated by the LOS and NLOS signal. As 
can be observed, the magnitude of the LOS is substantially 
larger than that of the NLOS, and the curves are different. The 
CIR can be regarded as time series while the NLOS and LOS 
CIRs differ owing to the differing transmission pathways. 
Indeed, the NLOS reception affects the CIR curves heavily. 
By using machine learning methods, we can employ to deal 
with NLOS/LOS classification directly utilizing the CIR as 
the input vector. 

III. DATA AUGMENTATION METHOD 
Data imbalance is one of the main challenges of 

LOS/NLOS classification in UWB systems. Suffering from 
the data imbalance problem, various ML-based methods 
cannot correctly identify NLOS from minority classes. Thus, 
reducing the interference of the imbalanced dataset to improve 
detection accuracy in UWB-based IPS is also a fundamental 
issue. In practice, the works of data augmentation in the time-
series region are very limited and mostly focus on the 
traditional data transformation methods such as jittering, 

Figure 1: CIRs under LOS and NLOS condition 
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scaling, window slicing, and flipping and do not significantly 
improve the accuracy of the model [5]. The most popular 
generative method in data augmentation is the generative 
adversarial network (GAN) [6]. The GAN algorithm is mostly 
applied in image processing and image generation and 
recently it also provides ability to increase performance in 
time series data. In this paper, we generate the NLOS signal 
to solve imbalance data issues. Using different approaches in 
both the experiment and test, we evaluated the generated data 
comprehensively and avoided misjudging during the data 
generation process for obtaining the final results. 

IV. PROPOSED FRAMEWORK 
In general, data augmentation is mostly used in image 

processing because it is easy to evaluate whether the generated 
data is similar to the original data based on the judgement of 
human.  Moreover, much recent research proposed simple 
model ML with low accuracy in training or the use Deep 
Learning with high complex but still not archive high 
performance. In our framework, we proposed training and 
testing process using both generated data by GAN and real 
data shown in Figure 2. We introduce an adaptive update 
strategy for Machine learning model with the Autoencoder 
network, so that the encoder as a data preparation step when 
training a machine learning improve detection model. 

In practical, we introduce data augmentation using GAN 
to generate NLOS data similar to the original data. With 
different approaches and AI models, we can guarantee the 
evaluation process with high accuracy and similarity with the 
original data, which can help to improve the predictive model.  

A. Machine learning model and Deep Autoencoder 
The ML models analyzed in this study are Logistic 

Regression (LR) [7], Random Forests [8], Support Vector 
Machines (SVM) [9] and XGBoost Classifier [10]. These 
models have proved to be robust for classification 
applications. Moreover, these methods are very flexible when 
deal with different data types and structures. However, these 
model unoptimized in most of recently research on LOS and 
NLOS classification. Thus, we propose the framework using 
the encoder in Autoencoder network to perform feature 
extraction on raw CIR data that can be used to prepare input 
data before train and evaluate with different machine learning 
models. 

Firstly, we provide an autoencoder network to learn 
compressed representation of raw data. In this scheme, the 
encoder compresses the input, and the decoder attempts to 
regenerate the input from the compressed data provided by 
encoder. Then, we only use encoder for feature extraction on 
raw data and it can be as a feature vector in a supervised 
learning model, for visualization, or more generally for 
dimensionality reduction. Figure 3 shows the loss function of 
the autoencoder framework while Table I summarizes the 
model training 

B. GAN 
GAN is a technique designed by Ian Goodfellow [6] to 

generate new data from a fixed training data set. In this 
technique, the discriminative and the generative neural 
networks compete in a zero-sum game to improve themselves. 
Using a limited training set, the GAN techniques learn by 
themselves to generate data using the specific structure [11]. 
The most well-known GAN applications are those in 

computer vision, in which a photograph set is trained to 
generate new output with realistic characteristics for human 
observers. 

The adversarial procedure is illustrated in Figure 3. Most 
existing GANs perform a similar adversarial procedure in 
different adversarial objective functions. In this paper, the 
GAN algorithm is used to generate the NLOS data signal; 
therefore, only NLOS data is fed into the generator. The 
generator generates the NLOS data using random noise, which 
ranges from 0 to 1 with normal distribution to guarantee the 
difference in the output data. Meanwhile, the discriminator 
distinguishes the generated samples and the data samples. 
Given adequate capacity and training time, the generative 
neural network and the discriminator network will converge 
and achieve a point where the generator produces samples so 
real that make the discriminator cannot distinguish them from 
the real data. 

TABLE I 
MODEL ARCHITECTURE FOR FEATURE EXTRACTION  

Layer (type) Output Shape 

Encoder 

Input Layer [(None, 1016)] 
Dense (None, 2032) 
Batch Normalization (None, 2032) 
Leaky ReLU (None, 2032) 
Dense (None, 1016) 
Batch Normalization (None, 1016) 
Leaky ReLU (None, 1016) 
Dense (None, 1016) 

Decoder 

Dense (None, 1016) 
Batch Normalization (None, 1016) 
Leaky ReLU (None, 1016) 
Dense (None, 2032) 
Batch Normalization (None, 2032) 
Leaky ReLU (None, 2032) 
Dense (None, 1016) 

Input Data Training 
data

Testing data

GAN AI Model

AI Model Testing & 
Evaluation

AutoEncoder

80% input data

20% input data

NLOS data

Figure 2. Training process using both real data and generated data 
by GAN 

Figure 3. The Autoencoder loss 
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C. Data Generating 
The preprocessing procedure for the generated signal is 

the same as that for the original signal, and, based on that, we 
can evaluate its quality using previous LOS/NLOS detection 
methods. Note that we generate the signal only for the NLOS 
signal because this signal is assumed to be less than the signal 
obtained for the original data.  

In our proposed framework, we trained 500 sample 
NLOS using GAN with noise dimension was 32 and 1016 
features CIR respectively with real input data. After 
completing the generation, we provided these synthetic 
sample for training dataset and execute ML model for 
classification. The results archived from our proposed 
framework was presented in subsection IV.D. 

D. Classification Accuracy Comparison 
After selecting approximate Autoencoder model, this 

subsection aimed to evaluate these ML model with our 
proposed framework. Autoencoder and ML consisted of LR, 
RF, SVM and XGBoost were deployed to classify the 
NLOS/LOS in UWB-based IPS. Besides, we generated NLOS 
data for solve imbalance issues using GAN which described 
as subsection IV.B. For comparing these methods fairly, they 
were incorporated with the parameter. Dataset for training and 
testing were the same as that described in Figure 2. 

For evaluation of our algorithm in various conditions, we 
utilized a dataset from different locations described in [12]. 
Specifically, the dataset was created by SNPN-UWB board 
with DWM1000 UWB radio module in seven different indoor 
locations. After applying the original model with two 
scenarios: (1) comparison among different locations and (2) 
comparison among different ranging distances, we perform k-
fold cross validation with k=10. The result according to Figure 
6 show that XGBoost has a higher value of average detection 
accuracy than other traditional methods for all location . The 
high performance of XGBoost has been achieved thanks to the 
optimization of this algorithm. Besides, these results imply 
that different contexts have an impact on UWB signal quality, 

causing signal classification to be inconsistent under LOS and 
NLOS conditions. ML algorithms still perform well at 
NLOS/LOS classification as indicated by the fact that the 
accuracy is still relatively good, averaging 80% and higher. 
To enhance the traditional ML, we also use the encoder layer 
from Autoencoder model which was defined in Table I. For 
instance, the accuracy of SVM support with encoder layer 
increased more than the original one from 2-3% due to 
extracting important feature of signal before putting data into 
SVM model. Figure 6 also shows this advanced SVM has the 
most efficient detection accuracy compared to the other 
algorithms. However, the result still not be improved with 
lower ranging because of imbalance issue. 

We deployed our model with the ranging distance from 0 
to 2m which we applied GAN for data augmentation before 
evaluating the NLOS identification models. The classification 
accuracy comparison results were listed in the Table II. In 
without GAN scenario, we archived 79.92% to 83.58% based 
on LR, RF, SVM and XGBoost method. Specifically, 
XGBoost show the highest accuracy when identifying NLOS 
signal. After applying encoder layer, we got accuracy up to 
82.25% with LF and 83.67% with SVM, that imply the 
improvement of classification accuracy when we deploy 
Autoencoder for transform input data before training model. 
Moreover, with data augmentation by using GAN, ML model 
perform more accurate than that without GAN. These results 
show that our proposed GAN can solve data imbalance and it 
can reach the accuracy of ML up to 86.98%. Specifically, 
SVM performed the best result for NLOS identification 
compare with another ML which supported by encoder 
processing and GAN. 

Data augmentation is useful in the training process when 
the number of NLOS samples is so small that the model cannot 
be trained effectively. This characteristic is very suitable in 
NLOS detection in UWB-based IPS because of the lack of 
NLOS signal at the start of the implementation phase. With 
the improvement of GAN, we can generate NLOS data for 
applying the classification with high similarity to the original  

Figure 5. GAN model for NLOS data augmentation 

Figure 4. Data Generation using GAN 

Figure 6. Accuracy of NLOS detection based on ML 
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TABLE II 
MODEL EVALUATION WITH GAN USING DIFFERENT APPROACHES 

 

data. Using various experiments and evaluations, we can 
conclude that the generated data has a high similarity with the 
original data in both the time domain and frequency domain. 
The generation data significantly improved the application of 
training performance with a large CIR samples in UWB-based 
IPS. Although we could generate high-quality input data, the 
original NLOS data are also necessary for testing and partial 
training. 

V. CONCLUSIONS 
This study proposed a novel method to generate the NLOS 

signal data, thus enhancing NLOS identification accuracy in 
the case of a limited dataset for training. After testing, we 
conclude that the generated data has high similarity to the 
original data and significantly improves the accuracy of the 
model with limited real NLOS data in the training dataset. 

However, the data augmentation method using GAN still 
has a limitation, since the high variety can reduce the output 
signal and unstable during the training process. Therefore, the 
architectures of both the generator and discriminator should 
be considered carefully, and the output of GAN has to be 
carefully evaluated. With these remain challenges, we 

consider providing other generative AI models for the data 
augmentation and compare with the current scheme. 
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Method Accuracy (%) 

No-GAN 

Logistic Regression 79.92 
Random Forests 80.42 
Support Vector Machines 82.00 
XGBoost Classifiers 83.58 
RF + Autoencoder 82.25 
SVM + Autoencoder 83.67 

GAN 

Logistic Regression 82.58 
Random Forests 81.45 
Support Vector Machines 85.12 
XGBoost Classifiers 86.67 
RF + Autoencoder 83.33 
SVM + Autoencoder 86.98 
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AbstractÐNon-Orthogonal Multiple Access (NOMA) is the
technology that allows multiple users’ downlink communications
to be transmitted in the same resource block by proper user
pairing. In realizing real-time operations, an ultrafast pairing
decision scheme is required. Previous studies have shown that
decision making using laser chaos is ultra-fast and effective
as a Multi-Armed Bandit (MAB) algorithm. In this paper, we
demonstrate user pairing using laser chaos-based MAB algorithm
on the basis of the bit error rate of the physical layer. That is,
we define the conditions for successful or failed communication
by bit error, leading to benefits from the efficient decision-
making ability of the laser chaos-based MAB strategy. The
numerical results show that the proposed method provides better
performances than conventional ones, C-NOMA and UCGD-
NOMA.

Index TermsÐNon-Orthogonal Multiple Access (NOMA),
Laser Chaos, Multi-Armed-Bandit Problem, MAB algorithm, Bit
error, User Pairing

I. INTRODUCTION

With the advent of 5G, the upcoming years will see an

explosive growth of mobile data traffic and a dramatic increase

in the number of mobile devices, calling for the introduction

of revolutionary wireless technologies to sustain the ever-

increasing demand for bandwidth and services [1].

Non-orthogonal multiple access (NOMA) has been recog-

nized as an essential technology for improving connectivity,

spectral efficiency, cell-edge throughput, and user fairness in

the fifth generation and beyond wireless networks. NOMA

allows multiple users to use the same frequency band and time

by assigning different power [2]. On the other hand, at the

receiver side, multiuser-detection (MUD) algorithms such as

successive-interference-cancellation (SIC) are implemented to

identify specific signals [2]. User pairing is a way to select two

users who are multiplexed in the same resource block. There

is a growing interest in this user pairing [3] [4]. Pairing is

important in NOMA for a variety of reasons. Reasons include

the fact that the larger the channel gain difference between

users, the smaller the impact of SIC execution errors on the

system performance, and the different throughput that can be

obtained from pairing [3] [4] [5]. It has been found that the

pairing schemes proposed in [4] do not provide optimal pairing

[5].

Reinforcement learning methods, e.g., deep reinforcement

learning methods and (Mulit-Armed Bandit) MAB methods,

are often used to solve problems in wireless communication

[6] [7]. In [6],[7], Q-Learning and deep Q-Learning are applied

to NOMA respectively. However, in order to apply these

reinforcement learning methods, state information such as the

user’s location is required. Therefore, it takes time to obtain

the state information, which results in delays. The MAB

algorithm, on the other hand, can make decisions without

state information, so it can be applied to real-time operation.

User pairing problems and some other problems in wireless

communication are sometimes treated as MAB problems [5]

[8] [9]. The MAB problem is the problem of finding the

machine with the highest reward probability from multiple slot

machines with unknown reward probabilities [9].

In [10], Naruse et al. solves the MAB problem by using

chaotic oscillatory waves generated by a semiconductor laser.

Decision making is very fast using the MAB algorithm based

on laser chaos [10]. In MAB problems, it is important to

explore alternatives in order to find the best choice [11]. In

[12], it is possible to generate a good quality random bit

sequence at a very high bit rate. It has been shown that

the laser chaotic time series can be used to solve the MAB

problem very fast [10], [13]. It has been shown that scalable

decision making up to 64-arm bandit problems is possible [13].

The MAB algorithm is based on laser chaos, and it selects

one slot machine by successive large and small comparisons

between the set threshold and the sampled data of the laser

chaos waveform. Then, depending on the results of playing
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the selected slot machine, the threshold is adjusted to make

a better choice. If the option to be finally selected is mapped

to a bit string, one slot machine is finally selected by setting

the result of the comparison between the threshold and the

sampled data of the laser chaotic waveform as ª0º or ª1º.

Duan et al. propose a pairing method using MAB algo-

rithm based on laser chaos for NOMA systems [5]. The slot

machines are associated with user pairing options in MAB

problem, and the selected slot machine by the laser chaos-

based decision maker means the selected pairing. In [5], the

rewards of the MAB problem were defined by communication

throughputs. This way, however, requires a not-so-small time

duration to realize the rewards; therefore, the fast decision

ability of the laser chaos-based MAB algorithm is not unfor-

tunately fully utilized. Furthermore, the system model in [5]

is too simple to evaluate the exact performance in NOMA

systems.

In this paper, to overcome such limitations, the pairing

problem is considered by examining bit error rate (BER)

in adapting the MAB algorithm based on laser chaos. We

compare the BER performance of the proposed method with

conventional paring strategies, such as C-NOMA [4] and

UCDG-NMA [4].

The rest of the paper is organized as follows. In Section II,

we provide the system model and the problem formulation.

In Section III, we introduced the operating principle of the

laser chaos-based MAB algorithm. In Section IV, the pairing

method in the NOMA system based on laser chaos-based

MAB algorithm is proposed on the basis of channel quality

or BER. Section V shows numerical demonstrations of the

proposed method. Section VI concludes the paper.

II. SYSTEM MODEL

In this paper, we consider a downlink single cell system

where one base station (BS) provides services to multiple

users. Fig. 1 shows an overview of the system model of the

NOMA system under study. All transmitters and receivers

have one antenna each. Let U={U1, U2, · · · , Un, · · · , UN}
be defined as the set of N users in the circular cell and

K={1, 2, · · · , k, · · · , N/2} be defined as the index of each

pair. N is the total number of users, which is an even number.

We assume that the distance ordered as d1≤d2≤· · · ≤dN
where dn is the distance from the base station (BS) to the

nth user. The multiplexed signal xk to the kth pair is defined

as follows [14]:

xk =
√

akPkx
i
k +

√

(1− ak)Pkx
j
k (1)

where xi
k and xj

k are the signals for the ith and jth users that

from the pair k (di≤dj). ak is the power allocation factor for

the kth pair. Pk is the power value assigned to each pair for

the kth pairs.

At the receiver of the kth pair, the received signal yk is

defined as follows [14]:

yk = d−λ
n ℏnxk + wn (2)

where d−λ
n is the pathloss between BS and nth user and λ is

the pathloss exponent, is the Rayleigh fading of nth user and

wn is the additive white gaussian noise (AWGN).

The base station performs user pairing using the MAB

algorithm based on laser chaos and sends data to the user

according to the pairing. After receiving and decoding the data,

the user detects the bit errors and returns a response (ACK or

NACK) to the base station depending on the number of bit

errors. Let bit errorn be defined as the number of bit errors

detected by the nth user and rn = {0, 1} be defined as the

nth user’s response to the base station. rn = 1 means that the

nth user sent ACK to the base station. rn = 0 means that the

nth user sent NACK to the base station. At the user side, the

specific signal of each pair is restored via the SIC.

Our goal is to maximize the communication success rate by

optimizing user pairing, which can be expressed as follows.

max
b

N
∑

n=1

rn. (3)

where b is the pairing option, which refer to which user to

pair with. The larger of the value
∑N

n=1
rn in Eq. (3) is, the

higher communication success rate that the NOMA system

can obtain while the lower of the users’ BER will be. The

maximum value of
∑N

n=1
rn in Eq. (3) is N . At that time, all

users communicate successfully while the BER is minimized.

The obtained pairing option is the optimal user pairing solution

of our formulated problem when
∑N

n=1
rn = N . In order to

achieve this goal, optimal user pairing must be performed. In

this paper, the optimal user pairing is conducted using the

MAB algorithm based on laser chaos.

III. DECISION MAKING AS A MAB ALGORITHM

BASED ON LASER CHAOS

Laser chaos is the chaotic output produced by a semicon-

ductor laser. The following methods are used to generate laser

chaos. The oscillation of lasers becomes unstable and leads to

chaos when a portion of the output light is fed back to the
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laser cavity after a certain delay via an externally arranged

mirror [9].

Fig. 2 schematically outlines the decision making based on

MAB algorithm using laser chaos time-series generated by

a semiconductor laser [9]. The principle of decision making

based the laser chaos can be summarized as follows.

First, the initial value of the threshold is set. Next, a decision

is made by comparing the sampled laser time series data with

the threshold value. If the sampled time series data is greater

than the threshold value, slot machine 0 is selected. Otherwise,

slot machine 1 is selected. The threshold is adjusted according

to whether the selected slot machine can be executed and

rewarded, so that slot machines with higher reward probability

will be selected in order to increase the reward obtained in the

future.

The threshold TH(t), which is compared with the sampling

of laser chaos in step t, is given by

TH(t) = k × ⌊TA(t)⌋ (4)

where TH(t) is the threshold adjuster value at step t, ⌊TA(t)⌋
is the closest integer to TA(t) rounded to zero, and k
is a constant to control the range of TH(t). ⌊TA(t)⌋ is

−Z, · · · ,−1, 0, 1, · · · , Z, where Z is a natural number. Thus,

the number of thresholds is 2Z +1. ⌊TA(t)⌋ is limited to the

range of −kZ to kZ.
The threshold adjuster TA is updated according to the

following:

TA(t+ 1) =

{

±∆+ αTA(t), if rewarded. (a)

∓Ω+ αTA(t), otherwise. (b)
(5)

where α (0 ≤ α ≤ 1) is a forgetting rate to control

the impacts of past experiences, ∆ is a reward and Ω is a

penalty. In the case of a reward, i.e., if a benefit is obtained

by playing the selected slot machine, the threshold adjustment

value TA(t) is updated according to Eq. (5a). If it is not a

reward, i.e., you did not get a benefit by playing the selected

slot machine, the threshold adjustment value TA(t) is updated

according to Eq. (5b).

Ω is a value based on past choices and benefits. Let, Si be

the number of times slot machine i was selected in step t.
Let Li be the number of times you played the selected slot

machine i in step t and obtained a benefit. At this time, the

estimated reward probability of ith slot machine Pi is given

by:

Pi =
Li

Si

(6)
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In the two-armed MAB problem, we use the estimated

reward probability in Eq. (6) to define Ω as follows:

Ω =
P0 + P1

2− (P0 + P1)
(7)

If it is not a reward, i.e., you did not get the benefit by

playing the selected slot machine, the threshold adjustment

value TA(t) is updated according to Eq. (5b), using Eq. (7).

IV. USER PAIRING BY LASER CHAOS-BASED MAB

ALGORITHM BASED ON BIT ERROR

In this section, we describe MAB algorithm based on a

laser chaos for user pairing in NOMA.The proposed method

is a reinforcement learning algorithm that reaches the optimal

pairing by repeating the following process: determine the

pairing options by the MAB algorithm based on laser chaos,

communicates with the pairings, and adjusts the threshold

based on the communication results. Fig. 3 shows the structure

of MAB algorithm based on laser chaos for the NOMA user

pairing problem, where the slot machines in the MAB problem

are treated as user pairing options. The user pairing options are

selected by comparing the sampled data from the laser chaos

time series with a threshold value. The threshold is adjusted

based on the reward of communicating with the selected user

pairing option. In Fig. 3, POn is the nth option selected. The

next step is to describe the rewards and penalties needed to

adjust the threshold.

Next, we explain that the detailed time series and threshold

comparison method. In the laser chaos-based MAB algorithm,

the identity of the pairing option to be selected can be

determined bit by bit in a pipelined fashion from the most

significant bit (MSB) to the least significant bit (LSB). For

each bit, the decision is based on a comparison between the

measured chaotic signal level and a specified threshold value.

First, we determine the most significant bit (MSB). At t = t1,

compare the level of the chaotic time series with the threshold

value TH1. If the time series is greater than or equal to the

threshold value, the chosen option is 0, which we denote as

D1 (MSB) = 0. Otherwise, the result will be 1 (D1 = 1).
Then, we decide the second most significant bit. In the case

the MSB is determined by D1 = 0 and compare the level



of the time series with the threshold value TH2,0. The first

number 2 in the TH2,0’s subscript indicates that the threshold

value is related to the second most significant bit, and the

second number 0 in the subscript indicates that the previous

decision was 0 (D1 = 1). If the time series is greater than or

equal to the threshold TH2,0, then the second most significant

bit is 0 (D2 = 0), otherwise it is 1 (D2 = 1).
Finally, we have to determine the least significant bit.

According to the above rules, threshold value comparison

finishes when all L bit information of the specified option

is determined. If L = 4, the result of the 4th comparison

is the least significant bit of the combination to be selected.

The update formula of the threshold adjuster value (TA) is

expressed as follows:

TAL,M1,M2,. . . ,M(L−1)
(t+1) =



























±∆ + αTA(L,M1,M2,. . . ,M(L−1))
(t),

if rewarded. (a)

∓Ω + αTA(L,M1,M2,. . . ,M(L−1))
(t),

otherwise. (b)

(8)

In Eq. (8a), the reward is given when ML = 0 or

1, D1 = M1, · · · , DL−1 = ML−1 are determined. In

Eq. (8b), the reward is not given when ML = 0 or 1,

D1 = M1, · · · , DL−1 = ML−1 are determined. In this time,

D1D2. . .DL is the selected option associated with the bit

sequence. α (0 ≤ α ≤ 1) is a forgetting rate to control the

impacts of past experiences.

It is mentioned that each user responds to the base station

according to the success or failure of the communication in

Section II and the conditions of success or failure are explained

below. After receiving and restoring the data, each user detects

the bit error. The nth user compares this bit errorn with

the nth user’s bit error reference value errn to determine the

success or failure of communication. If bit errorn ≤ errn,

the communication is regarded as successful; ACK is sent

to the base station. In the case of bit errorn > errn, the

communication is regarded as failed; NACK is sent to the

base station. The equation is as follows:

rn = 1 if bit errorn ≤ errn (9)

rn = 0 if bit errorn > errn (10)

The base station rewards and penalties the threshold accord-

ing to the number of ACKs received. If the number of ACKs

received at the base station is greater than or equal to X , give

a reward, otherwise give a penalty.

V. SIMULATION RESULTS

In this section, we present the numerical results to evaluate

the performance based on BER. Besides, we compared our

proposed method Laser Chaos Decision Making (LCDM)-

NOMA to C-NOMA [4] and UCGD-NOMA [4]. In C-NOMA

and UCGD-NOMA, users are first divided into two categories

according to their distance from the base station: ªnear areaº

and ªfar areaº. C-NOMA’s pairing scheme is that pairs the

closest user to a base station in the short-range region with

the farthest user to a base station in the long-range region, the

second closest user in the short-range region with the second

Fig. 4. Pairing option selected by MAB algorithm based on laser chaos at
each step.

Fig. 5. System bit error for the pairing option selected at each step.

farthest user in the long-range region, and so on, and pairs

other users as well. UCGD-NOMA’s pairing scheme is that

pairs the user who is closest to a base station in the short-

range area with the user who is closest to a base station in

the long-range area, the second closest user in the short-range

area with the second closest user in the long-range area, and

so on, and pairs other users as well. In our simulation, we

consider 10 users (N = 10) and a cell with a radius of 1000

m where users are arranged randomly. Path loss exponent is

set as 2.7. The power allocation is fixed, what it means that all

pairs are allocated 30 dBm regardless of pairing option and

the power allocation factor is a = 0.1. We assume that the

standard is k = 128 and Z = 1 in MAB algorithm based on

laser chaos. In addition, the forgetting rate α is 1.0 and ∆ is

1.0 in that one. data bit per user is 256 bit. xi
kand xj

k is a

signal of ªdata bit per userº modulated by QPSK and made

into OFDM symbols by IFFT. The number of bit errors to be

tolerated, errn, can be fixed or adaptive. In the fixed case,
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Fig. 6. BER under different err settings when the cell radius and the path
loss exponent are 1000 m and 2.7, respectively.

Fig. 7. BER under different err settings when the cell radius and the path
loss exponent are 500 m and 3.5, respectively.

errn is the same for all steps. In the case of adaptive, errn is

the average of the last five bit errors of its own.

In this simulation, 2000 steps are used as the threshold

learning step, and this 2000th step is executed 10000 times.

2000th step pairing option is considered to be a better one on

the basis of the MAB algorithm in Section IV. We show the

effectiveness of the proposed method by evaluating the BER

of this 2000th step. The BER is calculated as follows:

BER =

∑

10000

r=1

∑N

n=1
bit errorn,2000th

data bit per user ×N × 10000
(13)

where biterrorn,2000th(r) is the bit error at the 2000th step of

the nth user in the rth execution.

Fig. 4 shows that the results of the pairing option selected

by MAB algorithm based MAB laser chaos in one run. The

horizontal axis of Fig. 4 is the number of steps, and the vertical

axis is the pairing option index. Fig. 4 illustrates the pairing

selected according to MAB algorithm based on laser chaos is

Fig. 8. BER comparison with LCDM-NOMA and C-NOMA and UCGD-
NOMA.

Fig. 9. BER with different number of thresholds.

changing before about 750 steps. In this run, after about 750

steps, the proposed scheme can converge to the 388th pairing

option and no longer change.

Fig. 5 shows that the variation in the number of

system bit error at each step in one run. system bit error
is the sum of bit errorn in each step, expressed in a formula,

system bit error =
∑

10

n=1
bit errorn. From Fig. 4, we can

see that the pairing options converge to one, so the system bit

error also converges and its value is zero.

Fig. 6 shows that the BER after 2000 steps to each SNR. In

Figure 6, ª0 bit, 1 bit, 3 bit, 5 bitº is the result when errn is

fixed at 0, 1, 3, or 5 bits for all users in all steps and all runs,

respectively. ªadaptiveº is the result when errn is set to the

average of the last five bit errors of the user. It can be seen that

SNR is more higher, BER becomes more smaller. Furthermore,

it can be seen that the optimal errn differs depending on the

SNR. That is why we have to consider setting errn.

Fig. 7 shows the BER when the cell radius and path

loss exponent are set to 500 m and 3.5, respectively. Other
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parameter settings are the same as in Fig. 6. From Fig. 7, we

can get the same conclusion as that from Fig. 6, which shows

that the variation trend of BER under different errn settings

do not change with the cell radius and path loss exponent.

Fig. 8 shows that a BER comparison to C-NOMA and

UCGD-NOMA. We observe from Fig. 8 that the proposed

LCDM-NOMA achieves a smaller BER than the C-NOMA

and UCGD-NOMA. Therefore, we conclude LCDM-NOMA

is better than C-NOMA and UCGD-NOMA when BER is

concerned.

Fig. 9 summarizes the effect of the number of thresholds on

the BER in LCDM-NOMA and the resultant bit error rate. The

number of thresholds is given by 2Z +1 where Z is a natural

number. The fewer the number of thresholds, the quicker

for the threshold to reach the upper or lower limit. Hence,

the convergence of the selection becomes generally fast, but

the selection accuracy becomes worse. Conversely, the higher

the number of thresholds, the more likely that the threshold

reaches its upper or lower limit through sufficient exploration.

Therefore, the convergence needs longer time duration, but

the selection accuracy becomes better. In the vicinity of 23

dB in SNR, the BER becomes smaller when the number of

threshold steps is reduced; when the number of thresholds is

larger than 23 dB in SNR, the BER becomes smaller when

the number of thresholds increased. Therefore, it is necessary

to set the appropriate number of thresholds depending on the

given SNR.

VI. CONCLUSION

In this paper, we demonstrate an optimization method for

user pairing in NOMA systems by using MAB algorithm based

on laser chaos on the basis of the bit error rate of the physical

layer. The performance of the proposed method is verified by

applying MAB algorithm based on laser chaos in the NOMA

system. Simulation results show that the proposed algorithm

accomplishes a smaller BER than conventional NOMA algo-

rithms. In future work, we will evaluate the performance in

more realistic setting problems and implement error correcting

codes.
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AbstractÐIn this paper, a hybrid energy management system
(HEMS) based on an edge processing scheme is presented. This
HEMS is considered for deployment in the electric transportation
industry which is a major sector for energy management applica-
tions. This approach paves the way for the emerging convergence
of energy management systems (EMS) and intelligent applica-
tions. In this proposed scheme, the HEMS is integrated with edge
processing to realize its intelligent and sustainable deployment.
The HEMS is tested on a designed simulation platform and
is re-deployed on an edge device for model verification. The
implemented HEMS utilizes a battery and ultra-capacitor pack
as the source. The battery pack and the ultra-capacitor pack
have a rated maximum voltage of 50.4 V each.

Index TermsÐBattery, edge device, edge processing, hybrid
energy management system, ultra-capacitor.

I. INTRODUCTION

Since the industrial revolution and up to the present day,

the world is still heavily relying on energy produced by fossil

fuels which have major implications to global climate change,

air pollution that is pivotal to health issues which tally of at

least 5 million premature deaths each year and natural energy

resources depletion. The energy market is gearing towards

renewable energy sources and storage. The energy production

of the modern energy sector contributes to at most 75% of

the total carbon dioxide emission (CO2) emissions worldwide

which is a major factor in global climate change and health

pollution [1], [2]. In order to provide a cleaner energy supply

for the demand worldwide, the energy industry is gearing

towards an alternative approach of greener and sustainable

energy. Rapid development and deployment of renewable

energy sources are scaling towards industrial applications. This

trend aims to promote the sustainable and stable deployment

of renewable energy resources-based applications [3]. As of

2018, a total of 179 countries have started an initiative to

invest in the application of renewable energy in their countries.

As of 2020, the renewable energy sector provides 15% to

20% of the total global energy demand [4]. Renewable energy

systems are composed of energy harvesters and storage which

vary in terms of application and deployment. One of the most

promising sectors utilizing renewable energy and storage is

the transportation sector whereas electric vehicles (EVs) are

mostly utilized. From 2020 to 2021, the global EV sale ramped

up to an outstanding sales growth of 98%. Based on statistics

presented in [5], a total of over 4-million EVs and 2.4 plug-in

hybrid vehicles were sold in the first half of 2020 to 2021. By

the year-end of 2021, the total EVs globally are at least 16

million whereas two-thirds are pure EVs.

Early electric vehicles are powered by a battery. The man-

ufacturers use a nickel-metal hydride battery or lithium-ion-

based battery [6] however, due to the high-power demand of

EV parts, the driving range is limited and the capacity of

the batteries depletes over time since it is known to have

high energy but low power density. These characteristics are

affected by the peak power variations that cause rapid battery

life degradation. In terms of the transportation sector, this is in

line with the speed variations in motor traction demands such

as for speed and braking variations. To improve the battery-

based applications, the researchers integrate an ultra-capacitor

to enhance the EV car energy source. The combination of

battery and capacitors is gaining research interest for actual

deployment since it realizes sustainable systems for a plethora

of applications such as for energy storage and source. On the

other hand, capacitors have low energy density and high-power

density. Going further, capacitors have rapid charging and

discharging capability with a known high output power density

and low-power-to-weight ratio. The combination of battery

and capacitors can realize an efficient system capable of high

energy density for the driving range and a high-power density

for acceleration. The capacitor is capable of a strong charge

based on energy regeneration which is also a pivotal factor.

This demands a hybrid management system that can handle

the dynamics difference between batteries and capacitors.

Hybrid energy management system (HEMS) applications

and deployment are rapidly increasing owing to its benefits

compared with other energy systems such as battery man-

agement systems (BMSs) and capacitor management systems

(CMSs). By combining batteries and capacitors, the high

power and energy density enhances the overall performance of

the deployed system and also maximize the life of the battery

and UCs. Though conventional HEMS is in demand nowadays,

the deployment of HEMS requires innovation in this intelligent

systems era. The deployment of HEMS nowadays requires the

state-of-the-art capability to realize intelligent applications.

In the introduction of the hybrid era for transportation

applications such as EVs, the researchers are still developing
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Fig. 1. Overview of the proposed HEMS based on edge processing for electric transportation application (a) HEMS modelling in local PC (b) edge based
processing HEMS with the deployed HEMS model.

an optimal way to allocate the power that is coming from

batteries and capacitors. This management system aims at

monitoring, balancing, controlling, protecting, and enhancing

the efficiency of these battery cells and capacitor cells on their

deployment. This paper focuses on the analysis of HEMS for

intelligent applications, particularly for electric transportation

applications. We comprehensively analyze and implement a

system for HEMS that enables internet-of-things-based com-

puting paradigms such as edge processing. Edge processing

is used to address the demand for intelligent applications of

HEMS and the constraints of the current intelligent approach

such as data processing efficiency. Edge-based application

realizes the convergence of energy management and intelligent

applications.

II. RELATED STUDIES

A. Energy management system

Energy management system (EMS) is a research hotspot

in terms of sustainable application and deployment. EMS

research aims to improve the overall safety, efficiency, reli-

ability, stability, and deployment capability of both energy

storage and sources. In summary, opportune EMS is being

deployed to ensure that energy storage and sources adhere to

the deployment parameter and standards [7]±[9].

B. Battery management system

One of the most commonly used EMS is for battery-based

applications. This is in line with the ongoing demand for

battery-based applications such as in the electric transportation

industry such as EVs. Researchers focused on the improve-

ment of BMS in terms of design and cost trade-off, fault

adaptivity [10], and intelligent-based applications [11]. This

is in line with the demand for intelligent energy management

applications for the transportation industry such as the internet-

of-vehicles (IoV) and edge processing.

C. Capacitor management system

Capacitors are often compared with the battery for their

deployment characteristics. The energy management for

capacitor-based applications is known as the capacitor man-

agement system (CMS). Research and studies prove that

capacitors such as ultra-capacitors and super-capacitors last

longer than batteries. This is due to the fact that capacitors can

handle the peak variation of a system demand such as voltage

and current during the charging and discharging phase. This

strengthens the physical toll tolerance of capacitors compared

with batteries [12]. With the emerging demand for intelligent

applications as mentioned in the BMS section, CMS and

capacitor-based applications are also gearing toward intelligent

applications [13].

D. Hybrid energy management system

Hybrid energy systems combine an energy source with

another. This is to address the dynamics and peak variations

which are the constraints of the deployed energy sources. For

this case, a hybrid energy management system (HEMS) is

deployed to ensure the effectiveness and co-deployment of

the combined energy source. HEMS is the combination of the

BMS and CMS. HEMS aims to maximize the interrelation

between batteries and capacitors considering their distinct

dynamic behavior [14], [15].

TABLE I
COMPARATIVE ADVANTAGE OF EXISTING HEMS APPROACH AND THE

PROPOSED EDGE HEMS DEPLOYMENT

Reference Criteria
Conventional

HEMS
Proposed Model

Intelligent applications
consideration

No Yes

[16]
Edge processing
application consideration

No Yes

Intelligent applications
consideration

Yes Yes

[17]
Edge processing
application consideration

No Yes

Intelligent applications
consideration

Yes Yes

[18]
Edge processing
application consideration

No Yes
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Fig. 2. The proposed HEMS actual result for edge processing.

E. HEMS convergence to the edge computing paradigm

The convergence of EMS and this intelligent era is piv-

otal and rapidly increasing nowadays. The emerging edge

AI devices innovate the conventional deployment of EMS

towards intelligent applications [19], [20]. In terms of HEMS

convergence to intelligent applications, its core focus is to

adapt with the overall demand and parameters of the system

to ensure the maximum efficiency of both sources (battery,

capacitors, etc.) when deployed using EMS models.

Table I summarizes the proposed HEMS deployment ap-

proach of this paper, which realizes its convergence to the

edge-computing paradigm. Most papers and research focus on

the development of EMS models and on optimizing existing

HEMS. The proposed approach of this paper is the conver-

gence of the HEMS model for edge-based processing. Edge-

based processing considers intelligent applications such as the

deployment of state-of-the-art HEMS models.

III. METHODOLOGY

This paper aims to presents a HEMS processing approach

using edge processing to realize the convergence of EMS

to intelligent applications as shown in Fig. 1. The sources

used for this proposed HEMS are 1) batteries and 2) ultra-

capacitors. With the edge-based processing, the load and peak

requirement of the HEMS is learned and predicted by the

system. This makes the HEMS adaptive to a multitude of de-

ployment parameters and applications. Two specific conditions

are managed by the HEMS through the learned parameters

which are 1) utilize ultra-capacitors at peak power demand

and 2) utilize batteries at stable power demand. The analysis

of HEMS is performed at the edge device which for this

application is the Texas Instrument TMS320F28035 C2000.

The model utilizes an electric transportation platform for

simulation particularly with the motor as the load. The battery

pack and ultra-capacitor pack has a rated voltage of 50.4 V

respectively for the HEMS implementation of this paper. The

model is first deployed in a local PC for verification and

analysis prior to the edge device deployment. The deployed

model realizes soft and hard real-time applications whereas,

in the actual deployment, a wireless communication module is

integrated into the Texas Instrument TMS320F28035 C2000.

In the Fig. 1 shows the overview of the proposed HEMS

based on edge processing for electric transportation applica-

tions. Fig. 1(a) shows the HEMS model which is simulated and

designed in a local PC. Fig. 1(b) shows the HEMS deployed

with the EMS model. The figure highlights which represents

the energy of the two sources and the demand energy of the

load which is a motor based on electric transportation. The

C2000 is the central MCU or the edge device for this applica-

tion where an EMS model is deployed. The CC3220SF is the

proposed wireless communication module used to realize soft

and hard real-time applications. The edge-based application

depends on the model deployed whereas, for this application,

the total current demand and power demand of the system are

processed.

A. HEMS design considerations

The design consideration of the HEMS is the peak current

demand of the system with respect to the load. The demand

current of the system should equalize the total current of the

HEMS. An energy management model is deployed to process

the parameters of the HEMS such as the average load demand

and learn this parameter. The HEMS adheres to the total

load demand and equalizes the total demand and supply by

managing both sources.

IV. RESULTS AND DISCUSSION

IIn the Fig. 2 shows the actual HEMS result for edge

processing together with its processing capability. The HEMS

model is deployed for electric transportation applications

whereas this papers’ methodology addresses the demand of

HEMS application of this era, which is for intelligent trans-

portation and smart vehicles. The deployed edge device with

Fig. 3. The acquired HEMS parameters from local PC.
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Fig. 4. The model deployment on local PC simulation.

Fig. 5. The model deployment on edge device.

the HEMS model can independently process and control the

HEMS. The integrated wireless communication allows the

HEMS to communicate and transmit the actual result to

the cloud or to local servers paving way for co-processing

capability. In the Fig. 3 shows the actual monitoring result

of the HEMS whereas these acquired HEMS parameter is

accurate and is stable. The stability of the signal acquired

proves that the deployed HEMS model on edge is effective.

In the Fig. 4 shows the actual initial results of the energy

management model deployed on a local PC. It can be seen that

the overall current demand and the hybrid energy storage sys-

tem composed of two energy sources are equalizing. Though

this is an initial result, this model proves to be promising in

terms of deployment to the edge devices whereas when this

model was uploaded to the C2000, the same results is yielded.

In the Fig. 5 shows the actual deployment of the HEMS

model on the edge device. The current demand for the hybrid

system is equalized with the current supplied by the batteries

and ultra-capacitors. With this result, the peak variations in

terms of the current demand of a hybrid system are analyzed.

The peak variations represent the driving cycle of electric

transportation. An energy management model for the hybrid

of battery and ultra-capacitor is simulated and modeled in a

local PC followed by the deployment on an edge device. This

realizes HEMS edge processing. With the help of a wireless

communication module integrated into the C2000, this HEMS

model can realize soft and hard real-time applications, which

is pivotal for its deployment in this intelligent system era.

V. CONCLUSION

The proposed hybrid energy management’s (HEMS) main

goal is to maximize the correlation of two sources ensuring

that both perform at maximum efficiency. In terms of this ap-

plication, two different sources were used and tested for edge-

based processing namely, batteries and ultra-capacitors. The

batteries provide the average current whilst the ultra-capacitors

provide the transient current. The energy management system

deployed equalized the HEMS current demand and the supply

from batteries and ultra-capacitor.
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AbstractÐIn this paper, we introduce the necessary technolo-
gies to use the Korean traditional cultural heritage in immersive
content by applying artificial intelligence technology. In fact,
the data stored in museums has already been expanded to a
huge amount. Recently, there are increasing efforts to convert
such vast amounts of traditional cultural heritage image or text
data into usable content through the analysis and connection
of information using them. The main purpose of this study is
to support the response to various content demands such as
meta-verse and virtual reality for traditional cultural heritage
of Korea. Representative technologies used in Korean traditional
cultural heritage introduced in this study can be classified into
artificial intelligence-based object detection and high-resolution
conversion, and text analysis suitable for the characteristics of
Korean traditional cultural heritage.

Index TermsÐtraditional heritage, digital heritage, Korean
heritage, super-resolution, Named Entity Recognition

I. INTRODUCTION

Recently, a lot of technologies for applying cultural heritage

to immersive content are introduced and in progress under the

influence of the spread of meta-verse, virtual reality, mixed

reality, etc. Access to these new markets is an important

factor in expanding the new role of museums and galleries

in historical culture and art. However, to effectively compose

cultural heritage-based immersive content, high-quality digi-

tization of cultural heritage must be preceded. Additionally,

it is necessary to develop AI visual search and search-based

curation support technology and platform to manage vast

digital heritage data.

With the development of artificial intelligence technology,

researches to use the extensive cultural heritage data that have

been continuously built until now as actual content and to ac-

tivate it as a multifaceted approaches are gradually increasing,

mainly in developed countries [1][2][3][4]. Meaning-based

image search technologies that identify and compare major

meanings between visual data, rather than simple keyword

searches for vast cultural heritage data, are expanding to

related application fields [5][6]. Artificial intelligence-based

high-quality data conversion technologies are continuously

being introduced [7][8].

Despite the continuous development of technology, the prac-

tical application of traditional cultural heritage in museums

and exhibition halls has not yet been properly implemented.

The reason for this inadequate is that most of the staff working

at the museum are mainly composed of studies based on

archaeology, and the main task of the museum until now has

actually been the preservation and management of these relics.

Due to the increase in user-experienced exhibitions around the

world, a change of times that requires new contents fused with

technology as a new task of museums is rapidly being pursued.

However, this new approach must be promoted based on digital

transformation to ensure its effectiveness and continuity.

Digital transformation of traditional cultural heritage in-

cludes simply digitizing data, and it is necessary to consider

new data generation methods and standards according to

technology and equipment. In addition, it is necessary to define

methods for changing and improving existing data according to

the use of content. These digitized data can be easily retrieved

and, if necessary, the relationship between each relic’s must

be established to be reborn as information necessary for

practical use. When the data analysis is completed in this

way, the traditional cultural heritage management platform that

provides an intuitive interface that can be easily accessed and

used by curators working in the museum and continuously

updates the development of technologies must be completed.

For this digital transformation, we are currently conducting

research to develop a platform, including interfaces for cre-

ation, enhancement, analysis, search, relationship definition,

and practical use of traditional cultural heritage data. In this

paper, we present applied artificial intelligence technologies in

our development of an effective Korean traditional cultural her-

itage management platform. Among the research in progress in

our work, object detection technology such as animals, plants,

and people in traditional Korean painting, high-resolution

conversion technology of the previously photographed low-

resolution Korean traditional cultural heritage image data,

and recognition of related information in texts related to the

Korean traditional cultural heritage. We also introduce the

application contents related to this research and development

in the following sections.

II. OBJECT DETECTION IN KOREAN TRADITIONAL

PAINTINGS

The development of object detection technology in images

is currently showing excellent results based on natural images.
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However, to apply this object detection to Korean traditional

painting, other works are needed. In particular, in the case

of Korean painting, there is not much development of object

detection technologies in painting using artificial intelligence.

Therefore, in this study, from the preparation of the dataset

to the ground truth dataset, the research was conducted in

parallel with the preparations to complete the experimental

environment.

A. Preparation of Object Detection

For the compositing of the experiment, in this study, a GT

data generation tool for learning about cultural heritage image

data was first developed. This GT data generation is a basic

function to verify the effectiveness of research results, and it

was conducted in parallel with the study because there is no

defined data set for the information of individual objects in

Korean traditional painting.

Due to the characteristics of Korean traditional painting,

experts with an understanding of traditional painting were

employed as image annotators. In the tagging tool, various

functions were added to make it easier for workers based

on the traditional culture major to increase the ease of work.

By supporting the progress bar that allows you to check the

current progress and before and after images of the image to

be worked on, the user can make tagging easier. Additionally,

a shortcut function was supported to facilitate annotation work

on image extraction properties. It supports the property status

window that shows the image information (file name, image

size, etc.) currently being worked on to the worker to check

the work progress. Simple image processing and image editing

functions (image resize, image filtering, etc.) are also provided

for accurate bounding box selection. Figure 1 shows examples

of traditional Korean paintings that were tagged using these

tools.

Fig. 1. Examples of annotated Korean traditional paintings.

B. Examples of Object Detection

First, in this study, object detection was applied to images of

Korean cultural heritage based on the previously learned deep

learning model and the results were reviewed. The deep learn-

ing framework used was Tensor-Flow, and the COCO data-set

was used as the training data, and the applied network was

Faster-rcnn-inception-v2. Figure 2 shows the object detection

results in Korean traditional painting using the existing model.

Fig. 2. Object detection based on the conventional model.

After attempting object detection using the existing learned

model, Korean painting cultural properties are additionally

learned, and additionally, transfer learning technology is ap-

plied to the object detection model to make better results. The

deep learning framework used in this study is Tensor-Flow

1 and Keras, the training data are additionally learning the

painting cultural heritage data-set to the existing COCO data-

set, and the applied network is using RetinaNet.

RetinaNet is a structure that combines Focal Loss and

Feature Pyramid Network and has an advantage in fast de-

tection time and improves object detection performance in

degradation problem of one stage detector. Using RetinaNet,

we are confirming results that are advantageously applied to

the detection of small objects included in painting cultural

properties. Figure 3 is an overview of the deep learning model

used in this study, and Figure 4 is the research result in the

current situation, and it can be confirmed that the detection

performance is improving little by little compared to the

previous one.

Fig. 3. Overview of deep learning model.

III. SUPER-RESOLUTION OF THE OLD KOREAN

CULTURAL HERITAGE IMAGE

Super-resolution is an image processing technology that

converts a low-resolution image into a high-resolution image.

It can be used in various fields by allowing images that have
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Fig. 4. Current Object detection Results.

been lost or stored in a low resolution due to transmission or

storage to be viewed as clear, high-definition images. This im-

age high-resolution technique started with simple interpolation

methods, such as bilinear interpolation and bicubic interpola-

tion and has developed into a form using machine learning.

Before the advent of super-resolution technology using deep

learning, non-deep learning machine learning methods such

as SelfExSR [9] and SI [10] were typical. SI is a method for

learning linear mapping from low-resolution to high-resolution

images with a small amount of data. However, in most super-

resolution research fields, since a large amount of data can

be easily obtained, the performance is inevitably inferior to

that of the deep learning method that uses a large amount of

data. While deep learning is a convolutional neural network

that can learn various features through non-linear mapping,

the non-deep learning method has limitations because it learns

linear mapping. Additionally, there is a clear limitation in that

performance changes significantly even if hyper-parameters

such as patch size change even slightly.

The super-resolution method using deep learning started

with SRCNN ((Super-Resolution Convolutional Neural Net-

work) [11], and many technologies such as VDSR (Accurate

Image Super-Resolution Using Very Deep Convolutional Net-

works) [12], ESPCN ( Efficient Sub-Pixel Convolutional Neu-

ral Network) [13], SRResnet [14], and EDSR (Enhanced Deep

Residual Networks for Single Image Super-Resolution) [15]

have been introduced. Models suitable for super-resolution

have been rapidly developed and have shown steady perfor-

mance improvement. In particular, RCAN (Residual Channel

Attention Networks) [16] has an uncomplicated structure and

consistently shows high performance in benchmark tests, so it

is an excellent model for natural images. In anticipation that

it will show excellent results in cultural property images, this

study was conducted by modifying the model structure of the

previous studies.

Existing super-resolution research has been conducted in

various ways, but mostly it has been done only on unspecified

general natural images, and has not been verified in cultural

heritage image data so far. In this respect, there is a distinct

difference from natural images, so a specialized method is

needed. This paper proposes a method for super-resolution

4x and 8x images of cultural assets using deep learning.

The model structure inspired by RCAN We propose a patch

extraction method that uses the characteristics of cultural

assets images and a deep learning method that uses cultural

heritage image data-sets in various ways. Therefore, it is

expected that it will be helpful in research related to cultural

heritage in the future.

A. Learning Model of super-resolution of the Korean cultural

heritage images

In this paper, the study was conducted by referring to the

structure of the Residual in Residual Network. The network

is composed of two ResGroups in a reduced form than in the

paper. Each group has 10 ResBlocks, and each ResBlock is the

type referenced in [16]. After adding the input image to the re-

sult after passing through the ResGroup, the 2x magnification

module consisting of convolution, ReLU activation function,

and pixel shuffle [13] is used to increase the image size to the

desired size. At this time, in the case of a 4x magnification

network, the above module was repeatedly configured 2 times,

and in the case of an 8x magnification network, 3 times.

For the learning of cultural data properties, it was conducted

in parallel with learning using general images. For general

image learning, the DIV2K [17] dataset given in NTIRE2017

was used, and 2K quality images consist of 800 images for

training and 100 images for testing. It is composed of general

natural images not specific to either side, so it is easy to

learn the characteristics of general images necessary for super-

resolution.

We used the weight learned above to further learn by

using cultural assets images for transfer learning. In this way,

with the model learning the characteristics of natural images,

additional learning was conducted using the cultural assets

image dataset of Korean traditional cultural heritage. The

advantage of this method is that it allows additional learning

from cultural heritage image data while having a filter that can

extract significant features for super-resolution from natural

images.

B. Results of super-resolution

In all experiments, L1 loss was used, optimization was

performed using the Adam optimizer, and the initial learning

rate was set to 1e-4. The batch size was 8, and patches cut

to 32x32 were used. In the case of training with only one

dataset, the test was conducted with the weight with the lowest

valid loss while training up to 65 K iterations. In the case of

transfer learning, the test was conducted with the weight with

the lowest effective loss by additionally learning as much as

10 K repetitions from the cultural heritage image data with

the best weight obtained from learning with DIV2K.
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All the result images of the deep learning model show better

results both numerically and visually than the results of bicubic

interpolation. In particular, the average PSNR value for the

resulting image is at least 1.1 dB at 4x super-resolution and

at least 1.09 dB at 8x super-resolution, showing a significant

performance improvement. Among the deep learning methods,

numerically, the result image of the learning model through

transfer learning is the best, but only subtle differences can

be seen with the naked eye. Figure 5 shows the results of

the proposed method, the linear interpolation method, and the

ground thumb image.

Fig. 5. Comparison of super-resolution result.

Most cultural heritage image data have a monotonous back-

ground and an object is located in the middle of the image.

To this end, we newly construct a cultural property dataset,

apply a method for extracting patches only from the central

part, and propose a learning method using DIV2K, a natural

image dataset, and cultural property data appropriately. As a

result, compared to bicubic interpolation, about 1.25 dB at 4

times super-resolution and about 1.26 dB at 8 times super-

resolution increased. Compared to the simple DIV2K learning

method, performance increased by 0.06 dB at 4x magnification

and 0.17 dB at 8x magnification. Figure 6 shows one of the

super-resolution images of the proposed method.

IV. TEXT ANALYSIS IN KOREAN HERITAGE DESCRIPTION

DATA

To extract formal and meaningful information from atypical

traditional cultural heritage text data, this study applied a deep

learning-based language model to learn semantic information

and structural information of Korean sentences to develop

an entity name recognition model and relationship extraction

model.

A. Named Entity Recognition

Named Entity Recognition (NER) technology is one of

the basic technologies, and. it is also an important research

area in terms of application. The process of learning with

a language model optimized for traditional cultural heritage

through post-training and fine-tuning based on the Korean

Fig. 6. Super-resolution result of the Korean cultural heritage image.

language model can further improve the model’s performance.

To recognize proper nouns in traditional culture, the above

method is required, and to better understand traditional culture

individual information in sentences, research and development

is needed accordingly.

To understand the stylistic characteristics of domain-specific

sentences and the complex understanding of the language, it

is necessary to construct learning data, and fine-tuning of

learning is required for more accurate proper noun entity

recognition. NER is a technology for extracting individual

names, such as person names (PS), place names (LC), and

organization names (OG), which have unique meanings from

a document and recognizing the extracted entity names.

Recently, NER in the field of natural language processing

proceeds by pre-learning the LM through the encoder of the

Bi-directional Transformer that can consider the context from

a large corpus, and then apply it to the NER task. For the Pre-

trained Language Model (PLM) to more effectively handle

semantic and structural information of language from the text,

model structures such as BERT, RoBERTa, and ELECTRA

should be used [18][19][20].

This approach is because these models consider self-

supervised learning objectives of language models such as

Masked Language Modeling (MLM) and Next Sentence Pre-

diction (NSP). For this purpose, the NSP technique suggested

by BERT was excluded. In this study, the RoBERTa model,

which adopts the masking pattern of the MLM technique

as a dynamic method, and the Korean language model of

ELECTRA, which introduces the replaced token detection

technique that learns each sample data more effectively than

the MLM technique, were applied.

Compared to the multilingual language model, the Korean

version of the language model, pre-learned with a large-

capacity Korean Wiki corpus, can better capture the features of

the Korean language and is built as a lexicon that expresses

the Korean language better in terms of vocabulary. For this

study, we tried to enable the language model to capture the

semantic and structural meaning of tokens by using various
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Korean-based language models considering Korean, which has

agglutinative language characteristics. In this study, not only

the existing traditional vocabulary-based tokenization method,

but also a study was conducted to extract objects according to

the characteristics of the language model by using the Korean

language model that can consider the Korean semantic form.

The proposed model represents the structure of entering

Korean language models such as KoBERT, RoBERTa, and

KoELECTRA through the tokenization process based on the

segmentation method by receiving sentences as input. Clas-

sifies input tokens through a language model that extends

the transformer encoder structure. In the fine-tuning process,

we tried to improve the model performance by adding MLP

Layers to consider in more detail the context that not be con-

sidered only with the language model. The used MLP Layers

structure can be divided into Bi-LSTM, Bi-LSTM-CRF, and

CRF. In addition to KoBERT, RoBERTa, and KoELECTRA,

the language models used in this study include KorBERT,

KorBERT-morph, and HanBERT.

B. Results of NER in the Korean cultural heritage description

Using the published NER dataset, preprocessing for per-

formance evaluation of each language model and performance

evaluation in several models were performed. The corpus used

in this study is the below [21].

• NIKL ± The NER corpus distributed by NIKL with data

of 3 million words (2 million written, 1 million spoken)

includes 15 analysis markers to recognize the entity name

boundary.

• AIR and NAVER NER Challenge ± The data designed

based on the CoNLL-2003 data format are for compe-

tition data, and the test set is not disclosed. Therefore,

the verification data set will be used for testing in the

evaluation of actual learning.

• KMOU-NER Corpus ± The data constructed by Korea

Maritime University is constructed by dividing approxi-

mately 24 K of ignition data into 10 classes.

• KLUE ± data built to perform 8 Korean Natural Lan-

guage Understanding (NLU) tasks, including 6 classes

for Korean NER

The actual experimental result is a simulation in progress

based on the recognition data of all corpus objects, and

the entire dataset is divided into train, dev, and test 8:1:1,

respectively, and early stopping is applied to prevent overfitting

problems. The experimental model was KoBERT, KoELEC-

TRA base v3 model of the Korean model, and in the case of

the multilingual model, the experiment was conducted in xlm-

roberta-based. So far, although the multilingual model has the

largest model size, the KoBERT model pre-trained in Korean

has recorded the best performance.

In this study, research is in progress to properly prove

the effectiveness of constructing NER data in the traditional

culture domain through the developed Korean model. The goal

is to visualize the knowledge relationship graph through the

NER model and relationship extraction results developed by

understanding the linguistic characteristics of the Korean lan-

guage from traditional cultural heritage text data. By using this

knowledge, it is expected to provide a service to researchers

and learners who want to use traditional cultural content to

understand the subject matter they want by looking at the

graph connected according to the conditions such as genre

and era.

V. CONCLUSIONS AND FURTHER WORKS

Recently, as the performance of computers is improved and

the capacity of memory is increased, digitalization around

the world has become a realistically feasible state. This

phenomenon shows the possibility of digitization even for vast

relics in museums and exhibition halls. Whereas digitization in

the past was to create simple digital data, current digitization

is applying it to the digital world or reality, such as virtual

reality or digital twin. It is being changed for be used in the

world.

In line with this trend, the digitization of relics in museums

and exhibition halls around the world is changing for use for

other applications such as virtual exhibition halls beyond the

purpose of preserving the information on existing relics. To

use it for other purposes, information must be put into the

data stored. Such information is made through data analysis,

but there is a clear limitation in the fact that a person performs

analysis on a large amount of information and informatics it.

For this reason, many technologies for data processing

using artificial intelligence technology are being studied. Tech-

nologies for analyzing information from numerous images

or text and processing it into the desired form have been

developed to an astonishing level. Unfortunately, however,

these technologies are concentrated on universal images and

natural language, so it is difficult to use them directly for

analysis of old museums or ancient documents. For this reason,

the actual development of artificial intelligence-based analysis

and transformation of Korean traditional cultural heritage is

still insufficient.

In this situation, this study studied the analysis and trans-

formation technology of artificial intelligence-based cultural

heritage data that can be used more by using the data of the

actual museum and presenting its direction. In this ongoing

study, the main purpose is to create an optimal usage model

for the data of Korean traditional cultural heritage in the actual

museum.
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Abstract—Community detection is a fundamental task in
network analysis. With the recent development of deep learning,
some community detection methods related to deep learning have
been proposed. However, these methods still face limitations with
respect to accuracy and runtime. In this paper, we propose
a graph neural network (GNN) based overlapping community
detection method CDMG from the perspective of optimizing
Markov Stability, which is a statistical property of the Markov
process quantifying the quality of a community partition. Specif-
ically, we train a graph neural network to generate the node
embedding defined as the community affiliation weight matrix
that denotes the strength of nodes’ membership in communities
while maximizing the Markov Stability. Then the community
affiliation weight matrix is converted to a community affilia-
tion matrix representing the community partition. Experiments
on several real-world networks demonstrate the superiority of
CDMG compared to other representative community detection
algorithms. Additionally, since Markov Stability relies on a time
parameter Markov Time, we observe that there exists a Markov
Time threshold for a network. When using the Markov Time near
the threshold, CDMG can produce a better community partition
with much higher accuracy.

Index Terms—Complex Network, Community Detection,
Graph Neural Network, Markov Stability

I. INTRODUCTION

Many real-world systems can be represented as complex

networks, such as the Internet, neural system, and transporta-

tion system. Community detection is fundamental research

in network analysis because many further studies rely on

community structure. For example, researchers elucidate the

relationship between the structure of neuronal networks and

the functional dynamics that they implement in the network

of Caenorhab-ditis elegans connectome [1]. Because of the

importance of community detection, it has attracted a great

deal of attention from researchers and numerous algorithms

have been proposed.

In recent years, Graph Neural Networks (GNNs) have

become a new research hotspot, which is a powerful tool to

deal with graph-structured data with deep learning algorithms.

Research on GNNs generally can be divided into two cate-

gories, spectral-based and spatial-based approaches. Spectral-

based methods define graph convolution operations as filters

on the frequency domain of a graph. Because GNNs can reveal

the higher-order structural information based on the non-linear

Fig. 1. The overview of the proposed algorithm CDMG. A graph neural
network is trained to generate the community affiliation weight matrix
that represents the strength of nodes affiliating to communities. Then the
community affiliation weight matrix is converted to a community affiliation
matrix that denotes the community partition.

feature aggregation and the information propagation across the

network, which has been widely applied in several network

analysis tasks, such as link prediction, node classification, and

community detection [2]–[6]. And our approach is motivated

by the success of these works that will be discussed in detail

next.

The structure of a network can affect the dynamical be-

havior that takes place on the network in terms of its high-

connectivity within communities. On the other hand, the

dynamics can reveal features of the network structure. Based

on this idea, Markov Stability [7]–[9], a statistical property of

the Markov dynamic, is deployed to measure the quality of

community structure in this work. A large Markov Stability

always corresponds to a robust community structure, which

indicates that a random walker is difficult to escape the

communities [7]. For instance, we discuss the influence of

community structure on Markov Stability in the well-studied

network Karate that has two communities [10]. As we destroy

the community structure of 10 percent of nodes each time in

Fig. 2 (a), the Markov Stability decreases gradually. And as

shown in Fig. 2 (b), the ground-truth partition corresponds

to the largest Markov Stability. Not only Markov Stability

can indicate the quality of community structure but also the

community detection methods based on Markov Stability can

provide multiple results compared with other methods as

Markov Stability relies on Markov Time.

In this paper, we propose a new community detection algo-

rithm named CDMG (Community Detection based on Markov

Stability and Graph Neural Network) to detect communi-

ties with GNNs from the perspective of optimizing Markov

437978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



Fig. 2. The influence of community structure on Markov Stability in Karate. As we destroy the community structure step by step, the Markov Stability
decreases gradually. And the ground-truth partition corresponds to the highest Markov Stability. Detecting communities with our method is a reverse process
of the above.

Stability. Specifically, we use Markov Stability as the loss

function which measures the quality of a community partition,

and we train a graph neural network to generate the node

embedding defined as the community affiliation weight matrix

that represents the strength of nodes affiliating to communities

while minimizing the loss function. The community affiliation

weight matrix then is converted to a community affiliation

matrix, a binary matrix representing the community partition.

The overview of CDMG is shown in Fig. 1.

The main contributions are listed as follows:

• We propose a GNN based method CDMG for overlapping

community detection from the perspective of optimizing

Markov Stability.

• We conduct experiments on four real-world networks and

the results demonstrate that CDMG outperforms other

established methods in most cases.

• We discuss the influence of the time parameter Markov

Time on the performance of CDMG and find out that

there is a Markov Time threshold for a network. When

Markov Time t is around the threshold, CDMG can result

in better community partition with high accuracy.

The rest of the paper is organized as follows. In section II, we

introduce some related work in community detection. Section

III contains the explicit details about Markov Stability, Graph

Neural Network, and the proposed method CDMG based

on them. Section IV provides a thorough evaluation of our

method and shows its superior performance compared with

other representative algorithms on several real-world networks.

Section V concludes our work.

II. RELATED WORK

Many community detection methods have been proposed

from different perspectives. One direction to uncover com-

munity structure is to optimize the measures that quantify

the quality of community structure like modularity [5], [11].

Another direction to detect communities is to infer the relation-

ship between vertices and communities based on nonnegative

matrix factorization [12]–[15]. In this section, we mainly focus

on some deep learning based methods. These methods can be

broadly divided into methods based on certain neural networks

like Generative Adversarial Networks (GANs) [16], GNNs [5],

[6], and Attention Model [17] and methods based on Graph

Representation with Cluster algorithms [18]–[22].

In [16], a generative adversarial network for community

detection, CommunityGAN, is designed, which includes a

generator that tries to generate a vertex subset with a high

probability to be a clique, and a discriminator that tries to

discriminate the clique from the generator. The output of

CommunityGAN is the node embedding which is also the

community affiliation weight matrix representing the com-

munity partition. Recently, several GNN based community

detection methods have been proposed. For example, Tsitsulin

et al. train a single-layer graph neural network to generate

the community affiliation weight matrix while minimizing the

loss function, the reformulated modularity composed of the

community affiliation weight matrix [5]. Shchur et al. present

the NOCD model that generates the community affiliation

weight matrix with a graph neural network, where the balanced

negative log-likelihood of the Bernoulli–Poisson (BP) model

composed of the community affiliation weight matrix is used

as the loss function [6]. The core idea of BP model is that

the more communities two nodes are in common, the more

likely they are to be connected by an edge. As we can see,

the key point of community detection with GNNs is to build

an efficient model, where community structure information

such as community affiliation weight matrix can be integrated

into the loss function. Moreover, the Attention Model has also

been introduced into the community detection field. Lobov et

al. propose a new model which is based on the Transformer

model [23]. Specifically, they utilize the encoder part of the

Transformer to transform the Bethe Hessian embeddings and

produce the probability of each cluster for each node while

optimizing the soft modularity loss function [17].

On the other hand, several graph representational learning

algorithms have been designed. Given any graph, the graph

representational algorithms can learn a low-dimensional vector

for each vertex, which can then be used for various network

analysis tasks, such as community detection. DeepWalk [19]

utilizes random walk to generate node sequences and adopt

Skip-Gram to learn node embedding, which preserves second-

order proximity. Node2Vec [20] is an extended version of

DeepWalk where it deploys a biased random walk to generate

node sequences. LINE [21] preserves both the first-order and

the second-order proximity while learning node embedding.

MNMF [22] is an NMF-based representation learning model,

which preserves both the microscopic structure (first and
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second-order proximities) and mesoscopic community struc-

ture. ComE [24] is a framework that jointly solves commu-

nity detection, community embedding, and node embedding

together, and it adopts multivariate Gaussian distributions to

represent communities based on the output node embedding.

III. METHODOLOGY

Given an undirected network G = (V,E), where V is a set

of nodes and |V | = N , E is a set of edges among nodes. The

goal of community detection is to assign nodes into K com-

munities. Such assignment can be represented as a community

affiliation weight matrix F ∈ {x | 0 ≤ x ≤ 1}N×K . From this

perspective detecting communities boils down to inferring the

community affiliation weight matrix F when given the target

network G.

A. Markov Stability

Markov Stability [7]–[9] is a statistical property of the

Markov dynamic, which evaluates the quality of a community

partition in terms of the persistence of the Markov dynamics

within the communities during the time scale t, which means

the larger Markov Stability is, the more unlikely a random

walker is to escape the communities within time t. One

main advantage of the community detection methods based on

Markov Stability is that they can reveal community structure

with different Markov Time t because Markov Stability is a

time-parametrized function. Markov Time acts as a resolution

parameter for community detection [1]. For an undirected

and unweighted network G, its topology is encoded in the

adjacency matrix A ∈ RN×N . We define the n-dimensional

vector d with components di =
∑n

j=1
Aij , the diagonal matrix

D = diag(d) and the total weight of the degrees of the

networks is m =
∑

i,j Aij/2. Then we define a discrete-time

Markov process governed by the following dynamics:

Pt+1 = PtD
−1A ≡ PtM (1)

where Pt is the probability vector and M is the transition

matrix. Given a partition H at time t, the Markov Stability

is defined as the trace of the clustered autocovariance of the

diffusion process:

ms(t,H) = trace
(
HT

[∏
P (t)− πTπ

]
H
)

(2)

where π = dT /2m is a unique stationary distribution of

the process, P (t) = M t and Π = diag(π). The optimal

community partition H corresponds to the maximal Markov

Stability. But maximizing (2) is an NP-hard problem with no

guarantees of global optimality, the existing methods utilize

Louvain or other heuristic methods to optimize (2) [7], [25],

but here we adopt a graph neural network.

B. Graph Neural Network

Graph Neural Networks are a class of models that can

perform non-linear feature aggregation and information prop-

agation with respect to network structure. For the purpose of

this work, we use Graph Convolutional Network (GCN) [26] to

output node embedding for vertices. Given the node attributes

X , a single-layer GCN can be defined as:

F := GCN(A,X) = δ(ÂXW ) (3)

where δ is the non-linear activation function, such as ReLU,

Â = D̃−1/2ÃD̃−1/2 is the normalized adjacency matrix, Ã =
A + IN is the adjacency matrix with self-loops, and D̃ is

the diagonal degree matrix of Ã. If node attributes X are not

available, we can use A as node features.

C. Method

Markov Stability can evaluate the quality of the network

structure. The output of GCN can be considered as an embed-

ding of nodes with the aim of preserving the network structure

[6]. Therefore, we propose to optimize the output of GCN with

Markov Stability. The core idea of our method is to generate

a community partition with the maximal Markov Stability by

using a graph convolutional network. Specifically, we utilize

a 2-layer graph convolutional network to generate the node

embedding defined as the community affiliation weight matrix

F :

F := GCN(A,X) = ReLU
(
ÂReLU

(
ÂXW 1

)
W 2

)
(4)

The main difference between our GCN model and the standard

GCN is that we introduce normalization after the second graph

convolution layer, which leads to noticeable improvements in

performance. The Markov Stability is used as the loss function

which is defined as:

L(F ) = − trace
(
FT

[
ΠP (t)− πTπ

]
F
)

(5)

Different from the Markov Stability mentioned before, here we

use the community affiliation weight matrix F to approximate

the community affiliation matrix H ∈ {0, 1}N×K where Huv

denotes that node u belonging to community v or not. By

minimizing (5), we can find the optimal community affilia-

tion weight matrix F , then we convert it to the community

affiliation matrix H , assigning the nodes to the communities

with a threshold p. If Fuc is bigger than the threshold p, we

believe that node u belongs to community c and set Huc to

1 else 0. The threshold p and the Markov Time t are two

hyperparameters which will be discussed in next section. To

sum up, using GCN and Markov Stability for community

detection has several advantages. First, GCN can generate

similar community affiliation weight vectors for neighboring

nodes, which improves the quality of community detection.

Second, the node attributes can be incorporated into the model.

Finally, because Markov Stability relies on Markov Time t,
our method can provide multiple results when using different

Markov Time t. And we design experiments to analyze the

influence of Markov Time t on the performance of CDMG in

next section.

IV. EVALUATION

In this section, we perform a thorough evaluation of CDMG

and show its superior performance compared to other compet-

ing methods for overlapping community detection. First, we
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describe the experimental networks, the accuracy metrics, and

the comparative methods as well as the parameter setting of

CDMG. Then we analyze the results and runtime of these

community detection methods and explore the influence of

Markov Time on the performance of CDMG especially. The

experiments were performed on a computer running Windows

Server 2016 with Intel(R) Xeon(R) CPU E5-2620 v4 @

2.10GHz CPUs, 96GB of RAM.

A. Datasets

We conduct experiments on a variety of real-world networks

including LiveJournal, Amazon, YouTube and DBLP. The

statistics of these large-scale networks are summarized in

Table I. Considering both the training time of these learning

methods and the performance of the machine we used, we only

sample four subgraphs with 100 ground-truth communities

from these large-scale networks. LiveJournal is a free on-line

blogging community where user can find friendship and form

a group which other people can join. The vertices represent

users and edges represent friendship. This subgraph has 1118

vertices and 2047 edges. The network of Amazon is collected

by crawling its website, which is based on purchase informa-

tion of the Amazon website. The vertices represent products,

and edges represent those products that are frequently co-

purchased. This subgraph has 3225 vertices and 10262 edges.

YouTube is a popular American online video-sharing platform

that includes a social network where the vertices represent

users, and edges represent friendship among users. In the

YouTube social network, users form friendships with each

other and users can create groups that other users can join.

This subgraph has 4890 vertices and 20787 edges. The DBLP

computer science bibliography provides open bibliographic

information on major computer science journals and proceed-

ings. In the DBLP network, vertices represent authors, and

edges represent that the authors have published at least one

paper together. This subgraph has 10824 vertices and 38732

edges.

TABLE I
STATISTICS OF SEVERAL LARGE-SCALE NETWORKS.

Network |V | |E| |C|
Amazon 0.34M 0.93M 49K
YouTube 1.10M 3.00M 30K

DBLP 0.43M 1.30M 2.5K
LiveJournal 4.00M 34.9M 310K

B. Metrics

To quantitatively evaluate the performance of these commu-

nity detection methods, we choose two metrics: overlapping

Normalized Mutual Information (NMI) [27] and Omega Index

(Ω-Index) [28]. NMI is widely used to measure the perfor-

mance of a community detection algorithm, which adopts the

criterion used in information theory to compare the detected

communities and the ground-truth communities. Omega Index

is the overlapping version of Adjusted Rand Index, which is

based on pairs of nodes in agreement in two partitions.

C. Comparative Methods

Clique Percolation Method (CPM) [29] is a typical over-

lapping community detection algorithm which assumes that

communities consist of overlapping complete subgraph. Sym-

NMF [12] is a general framework for graph clustering, which

inherits the advantages of NMF by enforcing nonnegativity on

the clustering assignment matrix. NSED [13] is a nonnegative

symmetric encoder-decoder approach proposed for community

detection. Node2Vec [20] is a node embedding algorithm,

which adopts biased random walk and Skip-Gram model to

embed vertices. LINE [21] is a node embedding algorithm,

which preserves the first-order and the second-order proximity

among embeddings. MNMF [22] is an NMF-based node

embedding method which considers the microscopic structure

(the first-order and second-order proximities) and mesoscopic

community structure. Because LINE, Node2Vec and MNMF

are representational learning algorithms, we use the K-means

algorithm to detect communities based on their output node

embeddings. NOCD [6] is a community detection algorithm

with a graph neural network, which is defined by Bernoulli-

Poisson model. ComE [24] is a framework for community de-

tection, community embedding, and node embeddings, which

jointly detects communities and learns the embeddings.

D. Parameter Setting

After obtaining the community affiliation weight matrix F ,

we need to convert it to the community affiliation matrix

H . If Fuc is bigger than the threshold p, we believe that

node u belongs to community c. The threshold p is defined

as p =
√
− log(1− ǫ) where ǫ is the background edge

probability ǫ = 2|E|/|V |(|V | − 1). The basic intuition about

assigning nodes to communities is that if two nodes belong

to the same community, then the probability of having an

edge between them through the community should be bigger

than the background edge probability [16]. Markov Time t
is another hyperparameter that determines the time of the

Markov process. In general, we set Markov Time t to 1. We

also analyze the influence of Markov Time t on community

detection with a certain community number.

E. Results of Community Detection

In Table II, we summarize the community detection results

of the proposed CDMG and other competing methods on

the real-world networks in terms of NMI and Omega Index.

Compared with other algorithms, CDMG can achieve the

highest NMI score and Omega Index in most cases, which

means CDMG can provide a more robust community struc-

ture with higher accuracy. Specifically, in Amazon, ComE

outperforms other algorithms, achieving the highest NMI and

Omega Index. In LiveJournal, YouTube and DBLP, our method

performs the best, especially, the Omega Index of CDMG is

much larger than other algorithms’ in these networks. One

possible explanation for the superior performance of CDMG

in these experimental networks is that because both GCN and

Markov Stability deeply depend on network structure, CDMG
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TABLE II
NMI SCORE AND OMEGA INDEX OF DIFFERENT METHODS ON SEVERAL EXPERIMENTAL NETWORKS

Network LiveJournal Amazon YouTube DBLP

Metric NMI Ω-Index NMI Ω-Index NMI Ω-Index NMI Ω-Index

CPM 0.2196 0.0607 0.0995 0.0937 0.0000 0.0152 0.0439 0.0144
NSED 0.0293 0.0408 0.1104 0.0496 0.052 0.0543 0.0004 0.0000

SymNMF 0.0442 0.0556 0.1699 0.1621 0.1084 0.0963 0.0201 0.0458
MNMF 0.0219 0.0571 0.0000 0.0768 0.0872 0.1475 0.0030 0.0178
LINE 0.1324 0.0250 0.1815 0.0465 0.0473 0.0198 0.0171 0.0041

Node2Vec 0.2102 0.0636 0.2236 0.1793 0.0659 0.0487 0.0242 0.0223
NOCD 0.2007 0.1157 0.2323 0.1945 0.1773 0.2145 0.0631 0.0742
ComE 0.2542 0.0674 0.2643 0.2447 0.0973 0.0551 0.0419 0.0429
CDMG 0.3015 0.5503 0.1656 0.1909 0.2453 0.4846 0.1141 0.2099

TABLE III
NMI SCORE AND OMEGA INDEX OF CDMG ON SEVERAL EXPERIMENTAL NETWORKS WHILE MARKOV TIME T INCREASING.

Network LiveJournal Amazon YouTube DBLP

Metric NMI Ω-Index NMI Ω-Index NMI Ω-Index NMI Ω-Index

1 0.3015 0.5503 0.1656 0.1909 0.2453 0.4846 0.1141 0.2099
2 0.2625 0.4236 0.1822 0.2041 0.2439 0.5201 0.1040 0.2665
3 0.2915 0.4956 0.2212 0.2135 0.2469 0.5127 0.1205 0.2779
4 0.3423 0.5656 0.2061 0.2041 0.2604 0.5080 0.1259 0.3661
5 0.3540 0.6445 0.2338 0.2415 0.2467 0.4813 0.1474 0.4353
10 0.4014 0.7429 0.2329 0.2591 0.2273 0.4883 0.1982 0.5273
20 0.4670 0.8295 0.2937 0.2803 0.1852 0.3683 0.2779 0.6060
50 0.4531 0.7720 0.3276 0.3242 0.1575 0.3109 0.3664 0.6320

100 0.4430 0.7898 0.3679 0.4081 0.0761 0.1028 0.3991 0.6585

200 0.4308 0.7851 0.4012 0.3971 0.0242 0.0091 0.3943 0.2692
500 0.4257 0.8060 0.4212 0.3983 0.0226 0.0132 0.1328 0.2692
1000 0.4177 0.8187 0.3894 0.3983 0.0214 0.0155 0.0872 0.0994
2000 0.2800 0.5485 0.4044 0.4185 0.0233 0.0140 0.0748 0.0788

is sensitive to the modification of network structure causing

that CDMG can capture community structure well.

F. Influence of Markov Time on Community Detection

Table III and Fig. 3 demonstrate the influence of Markov

Time t on the performance of CDMG. We can observe that for

YouTube, at first the NMI score and Omega Index fluctuate

within a certain range while Markov Time t increasing, but

when t is above a threshold, the NMI score and Omega Index

decay gradually. For LiveJournal, Amazon and DBLP, their

NMI score and Omega Index increase gradually as t rises, and

their highest NMI score and Omega Index are much larger than

other algorithms’ respectively. For DBLP when Markov Time

t is above 100, both NMI score and Omega Index decrease

gradually. For LiveJournal and YouTube their Markov Time

thresholds are probably 20 and 4 respectively. To sum up,

for CDMG there probably is a Markov Time threshold for a

network. When Markov Time t is below the threshold, NMI

score and Omega Index of community partition detected by

CDMG either keeps relatively steady with a little fluctuation

or increases gradually. Oppositely when Markov Time t is

above the threshold, NMI score and Omega Index could decay

gradually. According to this empirical observation, our method

CDMG can provide a much better result when using the

Markov Time t around the threshold.

Fig. 3. NMI score and Omega Index of CDMG on the real-world networks
including LiveJournal, Amazon, YouTube and DBLP with Markov Time t

increasing.

G. Runtime Comparison

We compare the runtime of these community detection

algorithms on the experimental networks with different scale

including LiveJournal, Amazon, YouTube and DBLP. Fig.

4 illustrates that CPM, NSED, SymNMF and MNMF are

faster than other algorithms in these real-world networks. The

GNNs-based methods such as CDMG and NOCD have shorter

runtime in comparison to Node2Vec and LINE, and CDMG

is relatively faster than NOCD when tackling networks with

more vertices. As to ComE, its great consumption of time

is reasonable for it jointly addresses community detection,
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community embedding and node embedding. Even though

CDMG is not the fastest method, the runtime of CDMG is

still acceptable for its performance significantly outperforms

other methods.

Fig. 4. Runtime of different community detection algorithms on the experi-
mental networks including LiveJournal, Amazon, YouTube and DBLP.

V. CONCLUSION

In this paper, we propose a graph neural network model

CDMG for overlapping community detection from the per-

spective of optimizing Markov Stability. Specifically, we train

a graph neural network to generate the community affiliation

weight matrix indicating community structure while maxi-

mizing Markov Stability. The experiments confirm that on

several real-world networks our method outperforms other

baseline methods considering both the accuracy and runtime.

And we also explore the influence of Markov Time t on

the performance of CDMG and find out that there is a

Markov Time threshold for a network. When Markov Time

t is around the threshold, CDMG can provide a better result

with higher accuracy. The results of CDMG also demonstrate

how powerful Graph Network Networks are.
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AbstractÐHarmful algal blooms need to be mitigated because
they can cause significant negative effects to humans and other
organisms. If such algal blooms can be predicted in advance by
monitoring water quality, they can be suppressed at an early stage
by making decisions to take actions. We describe our ongoing
work on integrating the heterogeneous water quality monitoring
data and on recovering the missing data using tensor completion
techniques. We also discuss the challenges in carrying out this
study.

Index TermsÐalgal bloom, data integration, tensor completion

I. INTRODUCTION

Algal blooms are natural phenomena where the popula-

tion of photosynthetic organisms rapidly increases in aquatic

ecosystems [1]. Harmful algal blooms need to be mitigated

because they can cause significant negative effects to humans

and other organisms. When they occur in water sources,

those effects may be exacerbated. If such algal blooms can

be predicted in advance by monitoring water quality, they

can be suppressed at an early stage by making decisions

to take actions, such as dispatching algae harvesting ship,

water surface aerator, or ultrasonic algae controller, opening

floodgates, and spraying yellow soil.

The accuracy of algal bloom prediction depends on the

quality of the monitoring data. In order to collect water quality

data more densely in near real-time, attempts are being made

to collect data through various types of device as shown in

Figure 1.

• Fixed sensor data. Water quality data collected from

fixed sensors that are installed on the pontoons at specific

points.

• Moving sensor data. Water quality data collected from

an unmanned surface vehicle (USV) equipped with water

quality sensors. The USV collects the water quality data

as it travels the target area along the predefined route.

• Hyperspectral image data. Water quality data collected

from an aerial drone equipped with a hyperspectral sensor

camera. The concentration of chlorophyll-a (Chl-a) and

phycocyanin (PC), which are indicators for algal biomass,

can be extracted from the hyperspectral images.

However, these heterogeneous data cannot be directly used

to algal bloom prediction. In order to predict algal blooms

Fig. 1. algae monitoring data collection for algal bloom prediction
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based on machine learning, it is necessary to preprocess these

heterogeneous data to improve the quality of the data as

follows.

• Data integration. Those monitoring data can be fed

to machine learning by integrating data measured by

different devices at different times and different locations.

• Missing data recovery. Data omissions occur frequently

due to various reasons, such as weather conditions, hard-

ware failure, and budget limitations.

In this paper, we describe our ongoing work on integrating

the heterogeneous water quality monitoring data and on re-

covering the missing data using tensor completion techniques.

Then, we conclude by discussing the challenges in carrying

out this study.

II. HETEROGENEOUS MONITORING DATA INTEGRATION

A. Data Collection

Water quality monitoring data are being collected for our

study area through the various devices mentioned in Section I.

Our study area is the So-ok-cheon stream near to the Chu-so-

ri region, a branch of the Geum river which is one of the six

main rivers in South Korea, as shown in Figure 2. It is the area

where green algae often occur due to topographic reasons. The

study area is split into about 2000 grid cells, which are unit

areas for algal bloom prediction.

The format of monitoring data is different depending on

the device being measured. Fixed sensor data collected from

the pontoon and moving sensor data collected from the USV

include various kinds of features, including water temperature,

pH, dissolved oxygen, electrical conductivity, total organic

carbon, total nitrogen, total phosphorous, and chlorophyll-a.

Such features cannot be extracted from hyperspectral images

taken by aerial drones, except chlorophyll-a and phycocyanin.

The cycle of data collection is also different. While fixed

sensor data are reliably collected on a hourly basis, moving

Fig. 2. Study area

sensor data and hyperspectral image data are collected on a

daily basis. Also, there are many omissions in moving sensor

data and hyperspectral image data because USVs and aerial

drones cannot operate in bad weather conditions, or they may

also have to operate within budget.

B. Data Integration

We integrate heterogeneous monitoring data by mapping

into grid cells. The data integration process can be summarized

as follows.

1) Grid cell construction. For each cell, polygon objects

are created using the coordinates of its boundary points.

2) Data-to-cell mapping. Each monitoring data record is

mapped to the corresponding cell polygon object, which

contains the location coordinate of the data record.

• Fixed sensor data. A pontoon is installed in a

specific location, so fixed sensor data can be directly

mapped into a specific cell.

• Moving sensor data. Moving sensor data are col-

lected every certain distance along the moving path

of USVs. Multiple values may be mapped to in the

same cell for the same datetime.

• Hyperspectral image data mapping. Hyperspec-

tral image data are spatially continuous because the

data values are extracted from the image pixels.

Therefore, it is required to sample the data by a

certain distance.

3) Representative value selection. Since two or more

values may be mapped to one cell for the same datetime,

representative values have to be selected. It may be used

to apply some statistics function like max(), avg(), and

median() or to pick a certain record by policy.

4) Missing data recovery. Data omissions occur frequently

due to various reasons, so it is necessary to recover

missing data for more accurate prediction. It will be

described in Section III.

III. MISSING DATA RECOVERY

There are a large number of missing data in the collected

data. In order to train machine learning models for algal

bloom prediction, the missing data have to be handled in

some ways. Naive methods, such as deleting data records with

missing values or filling them with the average of surrounding

values in the time or space dimension, would give inaccurate

prediction results. Deep learning-based imputation techniques

like DataWig [2] have been developed to impute missing

values in tabular data. Many studies have been conducted to

fill in the missing data [3], [4], but the larger the fraction of

missing data, the more difficult it is to recover the data.

We have been trying to apply tensor data completion

techniques using auxiliary information, Auxiliary Information

Regularized CP model (AirCP) [5], which can be applied even

in cases where the fraction of missing data is large. The au-

thors applied the AirCP method to recover the spatiotemporal

dynamics of hashtags. We apply this method to recover our
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Fig. 3. Tensor data completion using Auxiliary Information Regularized CP model (adapted from [5])

integrated data by injecting topographic similarity, as well as

location similarity and time similarity, as shown in Figure 3.

• Location similarity. A similarity matrix encoding spatial

relationships. The location similarity matrix is derived

under the assumption that the closer the grid cell, the

more similar the concentrations of algae.

• Topographic similarity. A similarity matrix encoding

topographic characteristics. For example, this matrix can

indicate whether the grid cell is the edge or the middle of

river by the distance to the nearest land. The topographic

matrix is derived under the assumption that the more

similar the topographical characteristics, the more similar

the concentrations of algae.

• Time similarity. A similarity matrix encoding temporal

relationships. The time similarity matrix is derived under

the assumption that the closer the time of data collection,

the more similar the concentrations of algae.

We continue to collect water quality data on our study

area with a novel direct-readable water quality complex sen-

sor, which is newly developed in our project. Unfortunately,

enough data has not been accumulated yet. We are currently

testing various topographic similarity matrices to enhance the

accuracy of algal bloom prediction and are analyzing collected

data for each cell.

IV. DISCUSSION AND CHALLENGES

As we are challenging to predict the concentration of algae

for areas where water quality data has not been collected, we

are facing a lot of difficulties. We describe the challenging

issues that must be addressed.

To build machine learning models for algal bloom pre-

diction, we need enough data to construct training and test

datasets. It is better for the prediction to collect water quality

data daily or more frequently, but this is impossible when the

weather condition is bad or the hardware fails. This puts us in

a situation where there is no exact real data to compare with

predicted values.

A limited budget is another factor that lowers the frequency

of data collection because of the costs involved in operating

USVs and aerial drones. The features that can be extracted

are also different depends on the devices. It can be another

research topic to determine the frequency or cycle of data

collection under these constraints.

V. CONCLUSION

We presented a method to integrate the heterogeneous water

quality monitoring data and to recover the missing data by

applying tensor data completion techniques using auxiliary

information. We used three types of auxiliary information to

recover the missing data, i.e., location similarity, topographic

similarity, and time similarity. We plan to compare the per-

formance of algal bloom prediction using various auxiliary

similarity matrices, or various missing data recovery methods.

Also, we will address the challenging issues discussed in this

paper.
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Abstract— We present a method to distinguish outliers from 

spherical cluster distributed three-dimensional data. The angle 

measurement method 3DOD transforms three-dimensional data 

to two-dimensional data, and then outliers can be detected by 

conventional two-dimensional data outlier algorithm. 
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I.  INTRODUCTION 
In some data application cases, we will meet the 

requirements related to the outliers of three-dimensional data. 
To be distinguished from most data, outliers show their special 
characters in some cases. Currently, there are a variety of 
methods for abnormal recognition of two-dimensional data, 
such as LOF, Isolation Forest, OGAD[1], ABOD[3], 
DBSCAN[4] and other algorithms. For three-dimensional or 
high-dimensional data, as the number of dimensions increases, 
the amount of calculations will increase exponentially, which 
brings challenges to find the correlation of high-dimensional 
features in outlier detection. There are current algorithms such 
as ABOD and other algorithms supporting three-dimensional 
data outlier detection, but it has disadvantages with calculation 
complexity, training data, and proportion setting. Other 
algorithms such as LOF with PCA algorithm are processed 
through dimension reduction, bringing the loss of 
multidimensional data information to get some obviously 
abnormal results.  

In this paper, an unsupervised algorithm method for outlier 
detect of three-dimensional data (3DOD) is proposed to solve 
the problems of computational complexity caused by the 
increase in dimension. Through the angle transformation 
method, three-dimensional data is transformed into two-
dimensional data, with the characteristics of three-dimensional 
data are remained, and then the conventional two-dimensional 
outlier analysis method is used to detect outliers. Experiments 
show that this method can effectively detect the outliers of 
spherical cluster distributed three-dimensional data. 

This paper verifies that the three-dimensional data can be 
dimensional reduced to two-dimensional data by angle 
conversion in outlier recognition, with the data characteristics 
of the three-dimensional data remained. Also, this paper 
verifies that the two-dimensional outlier algorithm such as 
OGAD, LOF still has the ability to identify outliers for three-

dimensional data after reducing the dimension to two-
dimensional data through angle conversion. 

II. ALGORITHM 

A. Principle 

Outliers are some data that deviate from the normal data 
area. For the three-dimensional data of spherical cluster 
distribution, we assume there are a spherical cluster 
virtual boundary between normal points and outliers. To 
distinguish the outlier from normal points, we need to identify 
the virtual boundary of the spherical cluster. This method 
proposes an angle measurement method to determine the 
corresponding angle position of each three-dimensional data 
point by means of angle scanning from a spherical peripheral 
observation point, then convert the angle data into two-
dimensional data to filter out the outliers. 

B. Proof 

First, we will try to prove that angle measurement method 
is able to separate the normal data and abnormal data from the 
spherical cluster-like three-dimensional data when we intersect 
tangents from observation points to the spherical cluster. In the 
case, it will form a cone shape with possible normal values 
inside the cone and outliers outside the cone (Figure 1). After 
angle scanning from several observation points in the periphery, 
the possible normal values are in the overlapping areas of all 
scanning areas, and the outlier values are in the other areas, 
which separated from normal points.  

 
Figure 1. Example of angle scanning from observation points to detect 

abnormal values: shaded part is possible area of normal points 

As an example, we take 14 external observation points with 
uniform distribution to compare the overlapping volume with 
the volume of the cluster. After angle scanning from all 
observation points, the difference between the two volumes is 
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compared to prove the effect of algorithm 3DOD on the 
identification and separation of outliers.  

To simplify calculation, we assume that the observation 
point is a point at infinity, thus from the observation point, the 
scanning volume that intersects with the spherical cluster is to 
be close to a cylindrical volume. When we select fourteen 
evenly distributed observation points, these scanning 
operations will be converted into seven cylindrical volumes, 
and then the remaining volume will be formed by these seven 
cylinders intersected and overlapped. Now we can compare the 
remaining volume with standard spherical cluster size to 
analyze the difference. 

 
Figure 2. Example of angle scanning from observation point at an 
infinite distance: shadow portion is possible area of normal points 

To calculate and compare the remaining volume, we use 
the following calculating process. 

• Step 1: 14 uniformly distributed observation directions 
are selected, which the connecting lines from 
observation direction to the center of sphere were 
separated by equal angle. 

• Step 2: Choose an observation direction. 

• Step 3: The cylinder and the sphere are intersected on 
the surface of the sphere, which radius of the cylinder is 
equal to the radius of the sphere, and the height is the 
diameter of the sphere. Then the volume of cylinder is 
calculated. 

• Step 4: The remaining volume will be the overlapped 
part with the above calculated cylinder volume and the 
previously calculated volume. 

• Step 5: Go to Step 2 until calculation of all observation 
points are finished. 

• Step 6: Calculate the remaining volume. 

As calculation result, the ratio between remaining volume 
and spherical volume is 1.021:1, that is, the remaining volume 
is 2.1% larger than the spherical volume. Since the data in 
practical applications is not evenly distributed, the difference 
value can be reduced by increasing observation points or 
adjusting virtual boundary of the cluster, the fluctuation of 2.1% 
can be considered as an acceptable range of differences in the 
approximate calculation. When observation points are 
increased from 14 to 26 points or more, the difference value 
will be tended to be smaller.  

C. Thought of Algorithm 

Based on above result, we can see that outliers can be 
detected by calculating each three-dimensional data from the 
peripheral observation point. 

In this paper, we present a new angle conversion 
calculation method by converting three-dimensional data into 
two-dimensional. Two-dimensional data is formed by a certain 
three-dimensional observation point, the method is, from the 
observation point, we can form an angle in the direction of XY 
plane and another angle in the direction of Y axis, and then 
these two angle values are composed as two-dimensional data. 
When all two-dimensional data are formed, we can use 
conventional two-dimensional outlier algorithm to detect the 
outliers.  

Algorithm steps are showed as following: 

• Step 1: Select 14 or more external observation points 
that are evenly distributed relative to the three-
dimensional data cluster, which the axis between each 
observation point and the center of the spherical cluster 
is spaced equal angle apart from each other. 

• Step 2: Select an observation point and calculate the 
two-dimensional data angles of each measured point. 
We mark the line from observation point to measured 
point as LINE0, and mark LINE0 projection line on x, y 
plane as LINE1. 

Angle A: Angle between X axis and LINE1. 

Angle B: Angle between LINE0 and LINE1. 

The Angles is rounded to simplify algorithm calculation. 

Two-dimensional data are formed by angle A and angle 
B, which is used for outlier identification. 

• Step 3: Use conventional two-dimensional outlier 
identification methods such as OGAD or LOF to 
calculate outliers of the two-dimensional data formed 
by angle A and angle B.  

• Step 4: Go to Step 1, move to next point until all 
observation points are calculated. 

• Step 5: Collect all the calculated values to sort the result 
of outliers. 

 
Figure 3. Example of converting angles into two-dimensional data 
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III. PSEUDO-CODE 
The following pseudo code is based on the thought of 

algorithm described above. 

__________________________________________________ 

Algorithm Program                                                                                                                   
1:  //Get the barycentre position and radius length; 

2:  m ← count(Measured points) ;   

3:  Barycentre(x0,y0,z0)= 
�

�
∑ ������
	
� (x,y,z); 

4:  for each point(x,y,z) ∈ Measured points do 
5:      radius=max(distance(Barycentre(x0,y0,z0), point(x,y,z))); 

6:  end for; 
7:  //Get observation points which evenly distributed around measured points; 

8:  p ←  quantity of observation points; 

9:  for i=0 to p do 
10:    obser(xi,yi,zi)= position( 

11:        base:Barycentre, 

12:        length: (1+ratio）* radius, 

13:        direction: evenly distributed around measured points 

14:        ); 
15:    //Get Density for every angle from observation point; 

16:    for each point(x,y,z) ∈ Measured points do 

17:        angleA =integer ( 

18:                vertex: obser(xi,yi,zi) , 

19:                sideline: x-axis,  
20:                obser(xi,yi,zi) to point(x,y,z) projection line on x,y plane 

21:                ); 
22:        angleB =integer ( 
23:                vertex: obser(xi,yi,zi) , 

24:                sideline: obser(xi,yi,zi) to point(x,y,z),  

25:                obser(xi,yi,zi) to point(x,y,z) projective line on x,y plane 
26:                ); 
27:        pointAngle(αi,βi) ← (angleA,angleB); 

28:    end for; 

29:    LOF(pointAngle(αi,βi)) or OGAD(pointAngle(αi,βi))→  

30:                RankingAnomaly2D(pointAngle(αi,βi)); 

31:    RankingAnomaly2D(pointAngle(αi,βi))→  

32:                RankingAnomaly3D(point(x,y,z)); 
33: end for; 
______________________________________________________________ 
 

IV. EXPERIMENTAL DATA AND ANALYSIS 
The following experiments show experimental results and 

comparison results. As different algorithms, ABOD and LOF 
with PCA dimensional reduction are used in the experiments as 
comparisons. 

First, we design a set of simulation three-dimensional data, 
define specifically normal values and abnormal values, and 
then use algorithm 3DOD, LOF with PCA dimensional 
reduction and ABOD to identify respectively. In the 
experiments two-dimensional outlier algorithm OGAD is used 
in 3DOD as comparison to LOF with PCA dimensional 
reduction. 

Table I and Table II show the experiment results with 
radius of standard sample set as 200 distance unit, and each 
experiment tests 200 times.  
 

Table I.  Experiments designed: number of standard sample set to 600, number of outliers set to 10 

Outlier radius range 

(distance unit) 

number of 

observation  

points(3DOD) 

Times that match 10 outliers exactly times match 9 outliers times match 8 outliers 

3DOD 
LOF with 

PCA 
ABOD 3DOD 

LOF with 

PCA 
ABOD 3DOD 

LOF with 

PCA 
ABOD 

200-400 
14 131 

55 153 
191 

137 195 
200 

182 200 
26 139 195 200 

250-400 
14 190 

71 196 
199 

145 200 
200 

190 200 
26 193 200 200 

300-400 
14 197 

88 200 
200 

170 200 
200 

196 200 
26 198 200 200 

 

Table II.  Experiments designed: number of standard sample set to 605, number of outliers set to 5 

Outlier radius range 

(distance unit) 

number of 

observation  

points(3DOD) 

Times that match 5 outliers exactly times match 4 outliers times match 3 outliers 

3DOD 
LOF with 

PCA 
ABOD 3DOD 

LOF with 

PCA 
ABOD 3DOD 

LOF with 

PCA 
ABOD 

200-400 
14 162 

109 181 
200 

181 198 
200 

195 200 
26 172 200 200 

250-400 
14 198 

125 200 
200 

189 200 
200 

199 200 
26 198 200 200 

300-400 
14 200 

146 199 
200 

192 200 
200 

200 200 
26 200 200 200 

 

To verify the results, we analyze and compare the 
difference results of the above experiment data. In these cases, 
we select the case which outlier distribution is 200-400 
distance units, number of normal values is 605, number of 

outliers designed is 5, and observation points of algorithm 
3DOD is 14 points while the results are the same at 26 points. 

The following Figure 4(a) and Figure 4(b) show difference 
between algorithm 3DOD and LOF with PCA dimensional 
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reduction, and Figure 4(c) and Figure 4(d) show difference 
between algorithm 3DOD and ABOD.  

 
Figure 4. Outlier Cases 

• Case 1: In Figure 4(a), algorithm 3DOD accurately 
identifies the defined 5 outliers (P1-P5), among which 
the blue point (P5) is ranked 5th in the outlier ranking, 
while in LOF with PCA dimensional reduction, 4 
outliers are identified, and the blue point (P5) is ranked 
216th in the outlier ranking, shown as in the normal 
value range. Result shows in this case algorithm 3DOD 
is more reasonable than LOF with PCA dimensional 
reduction. 

• Case 2: In Figure 4(b), algorithm 3DOD accurately 
identified 5 defined outliers (P1-P5), among which 2 
blue points (P4, P5) ranked 4th and 5th in outliers 
ranking, while 3 outliers are identified in LOF with 
PCA dimensional reduction, and 2 blue points  (P4, P5) 
are ranked 14th and 507th respectively, which both 
showed in normal range. Result shows in this case 
algorithm 3DOD is more reasonable than LOF with 
PCA dimensional reduction. 

• Case 3: In Figure 4(c), 4 outliers (P1-P4) are identified 
both by ABOD and algorithm 3DOD. The blue point 
(P5) is ranked 176th in ABOD and ranked 26th in 
algorithm 3DOD, which are in normal value range. In 
this case algorithm 3DOD and ABOD are similar in 
outliers detect. 

• Case 4: In Figure 4(d), algorithm ABOD identifies 4 
outliers (P1-P4), and algorithm 3DOD identifies 5 
outliers (P1-P5). The blue point (P5) is ranked 11th in 
ABOD, while is within normal value range, and blue 
point (P5) is ranked 5th in algorithm 3GOD. Results 
show that in this case algorithm 3DOD is better than 
ABOD in outliers detected. 

 Through data analysis and comparison, we can find the 
following analysis results: 

• As a conventional dimension reduction outlier 
algorithm, LOF with PCA dimensional reduction brings 

loss of effective information also will bring to the 
deterioration of outlier data. Results show LOF with 
PCA dimensional reduction has less accuracy in outlier 
detection than 3DOD and ABOD.  

• 3DOD and ABOD have similar result in accuracy. 

• For 3DOD, accuracy of outlier detection will be 
improved with increasing quantity of observation points.  

Experimental data indicates that algorithm 3DOD is 
proposed as a dimension reduction algorithm for outlier 
recognition of three-dimensional data cluster. It can be seen 
from the experimental data that algorithm 3DOD is effective in 
achieving outlier recognition of clustered three-dimensional 
data, and it is significantly better than algorithm LOF with 
PCA dimensional reduction in terms of stability and accuracy. 
Comparing with ABOD, which training data and abnormality 
ratio needed to be set in advance, unsupervised learning 
algorithm 3DOD has advantages in computational complexity. 

When analyzing the algorithm implementation process, we 
can see that algorithm 3DOD is based on the mechanism of 
data accumulation, that is, when data increasing, the new data 
is added into previous data set instead of full-scale calculations, 
which bring more effective. 

Based on angle analysis, algorithm 3DOD can bring about 
the study of three-dimensional data and three-dimensional 
above data cluster identification by calculating the strongest 
density direction. 

 

V. CONCLUSION 
This paper presents a new algorithm 3DOD for three-

dimensional data, the core idea and direction is three-
dimensional data reduction by angle conversion from several 
external observation points. Experimental tests verify that the 
algorithm is reliable and accurate. It can be seen from 
experiment data that the method presented in this paper can 
play an effective role in the identification of outliers from 
three-dimensional data. 
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Abstract—The interaction of Filipinos transitioned to a virtual
setting making social media, like Twitter, their source of infor-
mation since the pandemic started. The infodemic it caused has
opened up avenues to understand the characteristics of misin-
formation tweets regarding COVID-19. In this paper, we present
the classification and analysis of misinformation tweets related
to COVID-19 towards identifying themes. We used pointwise
KL divergence in scoring “informativeness” and “phraseness”
to extract misinformation tweets and BTM for topic modeling.
With a testbed of 7,711 tweets, the classifier model identified
3,533 misinformation tweets with an accuracy of 74.25%. The
results of the topic modeling were analyzed and clustered to
expose possible narratives in the data set. The three narratives
showed that most Filipinos use Twitter to share jokes, spread
information and awareness about the virus, express opinions
about the government’s response, and share tips to prevent the
disease. A wider date coverage could be included in future works.

Index Terms—COVID-19, misinformation, tweets, KLIP, BTM

I. INTRODUCTION

The COVID-19 pandemic started after the first casualty

outside China, in the Philippines, and inflicted a lasting impact

on the lives of many people. COVID-19 or Coronavirus disease

is caused by the newfound coronavirus, SARS-CoV-2 virus,

that is transmissible through saliva droplets or nose discharge.

With the pandemic, an “infodemic” or information outbreak

has started and it contains both true and false information [1].

To lower the risk of acquiring the disease, people used

social media to stay connected with the world. Social media,

like Twitter, gives people access to news and information

about the disease. It is also through it that people spread their

knowledge, views, and opinion about the situation.

Twitter has become widely used by the public and or-

ganizations for gathering and spreading information during

emergency situations. Its design and features particularly the

short burst style of posting, publicly available posts, attaching

hyperlinks, easy way of re-posting or sharing, and multimedia

capacities make Twitter an accommodating platform for people

in sharing their personal experiences, express opinions and

concerns, ask questions, and seek and share information.

During emergencies and crisis situations, the platform acts

as a broadcasting medium and a venue for sourcing news

because of its capability for rapid information dissemination

that reaches a vast audience; and also a place for people who

seek help and who wants to give help during the disaster.

Communicating through the platform is driven by the need to

contribute to the situation and to connect with others and work

together in helping the victims of the disaster [2].

In the Philippines, the presence of false information is

not new. Disinformation campaigns are very common in the

Philippine politics, and are systematic and strategic [3]. The

presence of misinformation on social media platforms such

as Twitter may have an impact on the spread of COVID-

19. Understanding and detecting misinformation is important

to prevent them from further spreading and creating more

damage.

Extracting the common themes or topics can show the

characteristics of a data and make sense out of it. An in-

vestigation on selected Telegram and WhatsApp groups in

Iran were investigated to find the themes of misinformation

related to COVID-19 [4]. Topic modeling on Twitter data

during calamities, disasters, and other events can show how

people behave and how they use social media during these

times [5][6].

What are the themes of COVID-19-related misinformation?

This is the main question that this study needs to address.

But before determining the common topics of misinformation
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tweets about COVID-19, we first need to identify them.

Misinformation tweets from the data set were identified us-

ing the key terms or distinctive terms that were discovered

using pointwise Kullback-Leibler divergence. Themes were

extracted from COVID-19-related misinformation tweets using

topic modeling and manual qualitative analysis.

II. RELATED WORK

A. Misinformation

Misinformation has been claimed to have a contribution

to the spread of COVID-19. As misinformation regarding

COVID-19 spreads rapidly on social media, several studies

have been conducted to investigate its magnitude on Twitter.

Understanding and detecting misinformation is important to

prevent them from further spreading and creating more dam-

age.

Basic characteristics of texts of fake and real news articles

can be compared against each other. Kapusta et al. [7] did

this in their study to show if there are statistically significant

difference between the two and can be vital in choosing the

suitable characteristics to use for the later classifier models of

fake news. Their study showed that articles containing fake

information have a more negative sentiment. The results also

show that fake news articles tend to be more complicated and

more descriptive than the real ones to mislead the reader and

convince them that what they are reading is accurate [7].

Analysing the differences and similarities between misinfor-

mation regarding COVID-19 and general COVID-19 content

can be crucial in understanding what kind of misinformation

spreads on social media. In a study by Ranera et al. [8],

they used Doc2Vec to retrieve judicial decisions of Philippine

Supreme Court cases semantically similar. They used cosine

similarity to quantify the similarity between two document

vectors. The results prove that finding similar case decisions

can be possible through Doc2Vec [8].

What are the key ideas in COVID-19-related misinformation

tweets that are not in the general or not misinformation

COVID-19-related tweets? This is one of the questions in

the exploratory study of Shahi et al. [9] that they answered.

Using pointwise Kullback-Leibler divergence for scoring both

informativeness and phraseness (KLIP), which is combined

into a single score to rank the phrases, they investigated the

distinctive terms in their misinformation data [9].

In the approach presented by Tomokiyo and Hurst [10] in

extracting distinctive terms or keyphrases, KL divergence or

relative entropy was used to measure the difference between

two language models. A keyphrase has two features namely

informativeness and phraseness. Phraseness is a concept in

which it determines how a cohesion of consecutive words be

called a phrase. They defined informativeness as the ability of

a phrase to represent the key ideas in the data, and the “new

information” that we can get from a specific set of documents

with respect to a background or general data set. They created

language models for a foreground corpus, which is the target

document from which phrases are to be extracted, and for a

background corpus, to which the target document is compared.

The unigram model for the foreground corpus was denoted as

LM1

fg and higher order or N-gram model, where N is greater

than 1, as LMN
fg . The unigram model for the background

corpus was denoted as LM1

bg and N-gram model as LMN
bg

[10].

The amount of loss between LM1

fg and LMN
fg is related to

phraseness and the amount of loss between LMN
fg and LMN

bg

denotes informativeness. Fig. 1 illustrates this relationship.

Fig. 1. Phraseness and informativeness as loss between language models

To compute the amount of loss between the language

models, pointwise KL divergence δw(p‖q), where w denotes

phrase, was used [10].

δw(p||q) = p(w)log
p(w)

q(w)
(1)

The phraseness of w is calculated by getting the amount

of loss from assuming the independence of each word by

comparing the N-gram from the unigram [10].

δw(LM
N
fg||LM

1

fg) (2)

The informativeness of w is calculated by getting the amount

of loss from assuming that the phrase is extracted from the

background instead of the foreground [10].

δw(LM
N
fg||LM

N
bg ) (3)

B. Topic modeling

Themes show the characteristics of the data, and theme

extraction is the way to make sense out of it. Using discourse

analysis, themes like “disease statistics”, “treatments”, “vac-

cines and medicines”, “prevention and protection methods”,

“dietary recommendations” and “disease transmission” were

discovered from COVID-19-related data from specific Tele-

gram and Whats App groups in Iran [4].

One of the common topic modeling techniques is the latent

dirichlet allocation (LDA). It is very effective in capturing

topics in a document-level, but may not be very effective

with short texts like tweets [5]. To capture the topics from

typhoon-related tweets, Ligutom et al. [5] used biterm topic

modeling (BTM) and used open coding to assess the topic

models to show how Filipino people act during typhoons. The

results show that certain behaviors like determination, unity

and resiliency, and antagonism can be noted from the topics.

The results also show that Filipinos express their opinions

about the typhoon. They also stated that some topic models

can be misleading as some tweets containing “typhoon” or
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“bagyo” are not connected to typhoons but are included in the

topic model [5].

Gorro et al. [11] used BTM and word2vec to answer the

research question about the common topics on participants’

suggestions on disaster risk reduction (DRR) in their locality.

The study showed that BTM and Word2vec can be used

for qualitative analysis of data, like DRR, aside from using

traditional manual approaches [11].

III. METHODOLOGY

A. Data Collection

A Python library in getting historical tweets called

GetOldTweets3 was used to collect tweets from January 1,

2020 to March 22, 2020. The keywords “covid”, “ncov”,

and “coronavirus” were used to filter out COVID-19-related

tweets. A total of 12,631 publicly available Twitter data from

Metro Manila and nearby areas were gathered. From the

total data gathered, 4,695 tweets prepared by the domain

experts will be used for training, 508 tweets were labeled

as “misinformation” and 4,187 tweets were labeled as “not

misinformation”.

B. Data Preprocessing

Various preprocessing techniques are done in Natural lan-

guage processing to prepare text data before proceeding to

the actual experiment. An important step in the study is the

cleaning of data wherein irrelevant and noisy data are removed

to prevent misleading results. In this study, the following were

performed:

1) Removal of URLs

2) Removal of words preceded by “#”

3) Removal of words preceded by “@”

4) Removal of punctuations

5) Tokenization

6) Lowercasing

7) Removal of English and Filipino stop words

8) Removal of words containing digits only

9) Removal of words with less than 2 characters

10) Removal of tweets with less than 2 words

A total of 4,634 tweets for the training data and 7,711 tweets

for testing data were left after cleaning.

C. Analysis and Classification

1) KLIP: KL divergence or relative entropy is used to

calculate the difference of two probability distributions. In

extracting keyphrases, Tomokiyo and Hurst used pointwise KL

divergence to score informativeness and phraseness. To do this,

a foreground corpus and a background corpus is needed [10].

KLIP was used in this study to get the keyphrases from the

data consisting of tweets tagged as misinformation and use

these keyphrases to identify more tweets that contains misin-

formation. The tweets in the training data set was manually

classified as “misinformation” or “not misinformation” by the

domain experts. The tweets that are tagged as ’misinformation’

with 506 tweets and as “not misinformation” with 4,128 tweets

was set as the foreground corpus and the background corpus,

respectively.

2) Biterm Topic Modeling: BTM is used to extract topics

from short texts, like tweets, based on the collection of biterms

from a whole corpus to address the problem with sparsity of

data at document level [12]. This technique of topic modeling

discovers the topic distribution over data set or corpus level

instead of tweet or document level by using co-occurrence

patterns in the whole corpus.

3) Open Coding: Open coding is a manual qualitative

analysis used in labeling the various topic models generated

by the BTM. Different topic models contain keywords which,

as a whole, represents a topic. The tweets containing at least

one of the keywords in a topic model are analyzed manually

to formulate a label for that topic model.

IV. EXPERIMENTAL RESULTS

To classify which among the tweets contain misinformation,

we used the keyphrases obtained from using KLIP. A unigram

and bigram model was created for the “misinformation” cor-

pus, foreground, with 6,687 words; and a bigram model with

Kneser-Ney smoothing to handle zero occurences for the “not

misinformation” corpus, background, with 54,444 words. For

each bigram (x,y) in the foreground corpus, we calculated the

phraseness from p(x, y)fg and p(x)fgp(y)fg , and the infor-

mativeness from p(x, y)fg and p(x, y)bg . Table I shows the

top 15 keyphrases or informative terms in COVID-19-related

misinformation tweets compared to the not misinformation

tweets.

TABLE I
TOP KEYPHRASES IN COVID-19-RELATED MISINFORMATION TWEETS

Phrase KLIP score

sec panelo 29.13652

winning labas 28.16712336

crowds never 28.16712336

large crowds 28.16712336

next election 28.02828692

becomes full 27.76165825

wisely next 27.76165825

checked regularly 27.47397618

chupa valentines 27.47397618

bio weapon 27.35619314

From the list of keyphrases, additional misinformation

tweets were discovered by checking which of the tweets

contains at least one of the keyphrases. From the 7,711

unlabeled data set, A total of 3,533 tweets were tagged as

misinformation. A random sampling of two thousand tweets,

one thousand each from the misinformation-tagged data and

from the tweets not tagged as misinformation, was done to

evaluate the model using confusion matrix, shown in Table II

(“1” for “Misinformation” and “0” for “Not Misinformation”).

Table III shows the metrics for every threshold for KLIP score.

We used the KLIP score threshold of exactly 20.2669 with a

precision of 92.31% to get the misinformation tweets that can

be combined with the training data containing misinformation.

The combined data set of 671 tweets was prepared for topic
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TABLE II
KLIP CLASSIFIER MODEL CONFUSION MATRIX

Predicted

1 0

Actual
1 593 108

0 407 892

TABLE III
KLIP CLASSIFIER MODEL METRICS

Threshold Accuracy Precision Recall F-score

0 74.25% 59.30% 84.59% 70%

5 70.20% 67.80% 28.53% 40%

10 66.85% 61.31% 14.69% 24%

15 65.80% 61.64% 6.42% 12%

20 65.45% 85.71% 1.71% 3%

25 65.25% 87.50% 1.00% 2%

modeling. We removed the top 15 words from the data based

from the data preprocessing methods of [5] before performing

BTM. We extracted 10 topics from the data and used open

coding to label each topic model as shown in Table IV with

a corresponding tweet related to the topic.

After extracting and labeling the topic models, a thorough

analysis of the themes to cluster them into narratives was

conducted. It is a way of “building a story” and have a deeper

understanding of the themes from the data set [13].

V. DISCUSSION

In Table I, it shows the top keyphrases in the misinformation

data set compared to the background data set about COVID-

19. The phrase “sec panelo” got the highest KLIP score which

indicates that this is the most distinct or informative phrase

in the misinformation training data set. Here is an example

tweet from the misinformation training data that contains the

phrase “sec panelo”: “Para maiwasan ang NCoV, Palakasin

ang immune system sabi nga ni Sec. Panelo ‘no need to ban

Chinese friends, you just need to boost your immune system’,

so tayo na po ang mag adjust. -Baka hindi pa nakainom ng

gamot si Tatang. Paka obob. Before and After” [in order to

avoid NCov, strengthen your immune system as what Sec.

Panelo said ‘no need to ban Chinese friends, you just need

to boost your immune system’, so let us adjust]. The tweet

implies that the Chief Presidential Legal Counsel of the Philip-

pines, Salvador Panelo, said that you only needed to strengthen

your immune system to prevent yourself from contracting the

COVID-19. Although it was the most informative phrase for

our misinformation data, it did not appear in the unlabeled data

set. The highest scoring phrase that appeared in the unlabled

data set was “next election” which got a score of 28.028. A

sample tweet is “May this covid-19 pandemic remind us to

#VoteWisely next election,” which implies that the COVID-19

pandemic reached the Philippines because of the government’s

mishandling of the situation and let it be a reminder to vote

worthy leaders next time. The phrase “ncov virus” got the

TABLE IV
BTM RESULTS

Topic Label Topic models

Topic 1 Frustrations

kasi, bansa, baka, tapos, natin, ayan, tuloy,
positive, sakit, kumain, pati, muna, safe, sit-
wasyon, please, like, hospital, mama, lock-
down, buong

Topic 2
Government’s
pandemic
response

confirmed, cases, hospital, government,
case, pilipinas, malapit, lalo, sobrang, natin,
naka, philippines, mamatay, kamay, kasi,
nakakatakot, inyo, number, deadly, building

Topic 3
Social
responsibilities

always, matataong, keep, ligtas, home,
lumayo, time, masks, jakol, everyone, ma-
ligo, safe, makaiwas, inside, sanitize, vita-
mins, clean, hygiene, lugar, message

Topic 4
Remedies
or cure

people, natural, infected, kasi, please, pre-
vent, safe, masyadong, everyone, testing,
vitamin, china, epidemic, global, buying,
vaccine, case, boost, meron, prevention

Topic 5
Undermining
the virus

happy, needs, health, gave, like, pilipinas,
outbreak, sars, masks, philippines, infected,
year, period, really, people, going, prevent,
china, proper, possible

Topic 6

Local
governments’
pandemic
responses

outbreak, niyo, city, officials, social, could,
health, would, distancing, cases, spread,
buti, sure, instead, know, like, corona, coun-
try, started, hirap

Topic 7

Boosting the
immune system
to fight
COVID-19

help, washing, epidemic, satin, government,
contact, vitamins, wash, experiencing, point,
protect, wearing, proper, stupid, philippines,
safety, natin, sakit

Topic 8
Precautionary
measures

wash, precautions, need, sure, masks, dis-
tancing, quarantine, even, crowded, social,
still, healthy, much, sanitizer, wear, vita-
mins, make, home

Topic 9
Fighting
COVID-19

nasa, doctors, tapos, like, even, boost, araw,
prevent, work, bwisit, symptoms, panlaban,
advice, food, lysol, puro, vitamin, know

Topic 10
COVID-19
vs other illnesses

death, even, china, missing, first, with-
out, public, year, something, must, outside,
alerted, sars, competent, less, lethal, conta-
gious, male, infectious, suddenly

lowest score with 0.009 which implies that it can not represent

the key idea of the misinformation training data set.

A total of 3,533 tweets were tagged as misinformation with

74% accuracy, 59% precision, and 85% recall, as shown in

Table III. The results show that almost all the tweets from

the 4,178 testing data are correctly tagged by the model as

“not misinformation”. With a precision of 92.31%, we used

the 20.2669 KLIP score threshold to filter the misinformation

tweets that can be combined with the training misinformation

data for topic modeling.

After addressing the identification of misinformation tweets,

topic modeling is performed to understand COVID-19 misin-

formation in Twitter. We extracted 10 themes from the mis-

information data set as shown in Table IV. From conducting

a final stage of manual analysis, we propose three narratives,

among other possible narratives, clustered from the ten themes.

The first narrative is about the tweets that contain humor

and underestimating the COVID-19. The second narrative is
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grouped from the tweets expressing frustrations during the

start of COVID-19 outbreak in the Philippines. The third

narrative is about the true nature of the virus according to

the authors of the tweets.

A. “It is just COVID”

The first narrative emerges from the tweets that implies

the inferiority of the COVID-19 among other illnesses. These

tweets usually contain the words “less” and “more”. The

tweet “I just don’t understand why people are more afraid

of the nCOV than measles which has a higher mortality rate”

is one of the tweets that can be interpreted that we should

not be afraid of the new strain of coronavirus since it is

less dangerous. Similar tweets compare COVID-19 and other

specific viral infections like HIV and common flu.

Using the term “lang” [just/simply/only] is also common in

tweets included in this narrative. The term is usually found in

phrases like “ncov ka lang” [you are just nCoV] or “covid lang

yan” [it is just COVID]. People tend to justify a future plan

or an action done amidst the pandemic (“HAHAHHA ARAT

COVID LANG YAN GALA TAYO” [it is just COVID let us

hang out]).

Tweets with satirical content are also prevalent with 76

occurrences in the data set. Satirical tweets can be hard to

detect without knowing their context. Tweets like “mas marami

pa ang infected ng tiktok virus kesa covid jusko mama”

[more are infected by the tiktok virus than COVID oh my

God mama] could be interpreted in different ways such as:

it could imply that the new strain of coronavirus should not

be a concern since there are more people using the TikTok

app and “infected” by it than the number of people in the

Philippines infected by COVID-19, or it could suggest that

a new virus named “Tiktok” does exist. Some tweets may

suggest, as a joke, a cure for COVID-19; like “Puno na nang

alcohol katawan ko malamang neto covid free nako” [my

body is full of alcohol I’m probably COVID free]. There are

also tweets that contain puns and word plays. One example

is a portmanteau of Kobe Bryant and COVID-19, COVID

Bryant. Other tweets show a different meaning to the terms

“nCoV” and “COVID”. For instance, “NCoV- NEED CASH

ON VALENTINES”.

The tweets covering this narrative show that Filipinos find

hope in a disaster by making big problems seem small.

Downplaying the COVID-19 by comparing it against other

fatal virus may be from the fact that COVID-19 was new

in the country at the time of posting such tweets that is why

people had the impression on COVID-19 being a weaker virus.

Adding humor to tweets about COVID-19 is another way of

downplaying the virus and its effects that may demonstrate a

less cautious way to live through the pandemic.

B. “What now?”

A second narrative emerges from tweets that express nega-

tive sentiments towards the situation. The tweets’ subjects in

this cluster of themes revolve around government’s response

(and lack of response). The phrase “vote wisely”, with 9

occurrences, can also be seen in the tweets, sometimes paired

with “next election”, as a reminder for the people. There

are tweets that express disappointment towards the mentioned

name of official, either from a local or a national government

post. A total of 9 tweets were seen mentioning ’Mayor

Joy’, mayor of Quezon City, Philippines. The phrase was

seen together with words “anuna” or “ano na” [what now].

People also express their disappointment by not voting for the

politician next election.

There are also tweets, a total of 32, that mention the

name and nickname of President Rodrigo “Digong” Duterte.

Some tweets contain a mockery of his own words, way of

speaking, and strange solutions; for example, “Akala ko iihian

na naman niya eh” [i thought he will pee on it again] wherein

a solution Pres. Duterte proposed, last 13th of January 2020,

to pee on the Taal volcano to stop the eruption was also

suggested by a Twitter user to kill the coronavirus; and the

term “veerus” which how he pronounced the word “virus”

in his press conference last 3rd of February 2020. The tweet

“State of calamity ba dahil ba sa coronavirus o sa Duterte

Veerus!?! I really wanna know...” [state of calamity because

of the coronavirus or the Duterte Veerus!?! I really wanna

know...] implies that there is a possibility that Duterte was

the one causing the big problem of the country. Some people

are expressing their disapproval of not imposing a travel ban

immediately – “4th is the very best, if this digong ordered

at once the blocking of all chinese nationals from entering

our ports and airports, there is no way for ncov to enter our

country.”

In the data set, it is common to see tweets that contain gov-

ernment’s official announcements, protocols, and guidelines

that comes with personal comments and opinions. Data shows

that people are blaming the government for the COVID-19

outbreak in the Philippines.

C. The virus

The third narrative is clustered from tweets that tell stories

or share knowledge about the COVID-19. In 7 tweets, it is

implied that the COVID-19 was created as a “biochemical

weapon”. For example, “Lemme make my own assumptions

regarding CoVId reaching S.Korea. Not sure if everyone

knows that this started as a Biochemical Weapon being made

by the Chinese people & was spread for reasons we are not

sure how. Also its meant to be used to attack somewhere.. And

how this spread.”

There are also tweets that explains the weaknesses of the

virus and how we can avoid contracting it. Some would

say that heat can kill the virus (“Good amount of people

wearing masks in Manila. Don’t they know heat kills coro-

navirus?). Drinking liquor, according to them, could kill the

virus (“uminom ka lang..mabisang panlaban yan sa covid”

[just drink..effective against COVID]). Since rubbing alcohol

is effective in surface sanitation and killing the virus, we could

also drink it (“Tara inom ng alcohol iwas sa covid haha” [let

us drink alcohol to avoid COVID haha]).
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In addition to drinking liquor or rubbing alcohol, tweets

about boosting and strengthening the immune system is re-

curring 33 times. It is said that adequate sleep, healthy diet,

proper hygiene, and drinking vitamins are enough to survive

from the virus or even prevent yourself from acquiring it

(“I was told a ketogenic diet improves the immune system,

thus a good incentive in fighting ncoV.”). And people who

have weaker immune system is more vulnerable to the disease

(“Yari ako Kay CoVid-19 .., Mahina Immune system ko Hays”

[i am doomed because of COVID-19.., my immune system is

weak”]).

In the data pool, conspiracy theories are common. False

knowledge about the nature of the virus could have an effect on

how people will approach the situation. Some tweets covered

by this narrative can also be taken as a joke especially the

ones about drinking rubbing alcohol to kill the virus inside

our body. It could also be observed that people share tips and

reminders in fighting COVID-19 out of concern for others.

VI. CONCLUSION

The study aims to have a deep understanding of the mis-

information about COVID-19 in the Philippines through the

analysis of Twitter data. This analysis can be done after finding

the misinformation tweets, and that is also addressed in this

study.

One limitation of this study is the date coverage and the

small data size for misinformation training data. Future work

could use a wider date coverage to achieve bigger data size

which could give us more misinformation data for training that

could yield better results for automated classification of tweets.

In conclusion, key phrases extracted from the misinformation

training data set using KLIP can be used to identify additional

misinformation tweets.

After identifying which among the data gathered are mis-

information, we used the best precision to filter the misin-

formation tweets before performing topic modeling and final

stage of analysis. Results show different opinions, experiences,

thoughts, and knowledge shared online. Ten topics were ex-

tracted, then clustered into three narratives. The suggested

narratives showed that the shared misinformation on Twitter

in the Philippines are from Filipinos who used Twitter during

the start of the COVID-19 pandemic to share jokes, express

frustrations, spread information and awareness, and share tips

against the virus out of concern for others. Future work could

also attach a demographic data like age, income, education,

and career profession which could add insights on the misin-

formation data and how they spread, and deeper understanding

on the authors or sharers of misinformation.
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Abstract—In relation to smart city planning and management,
processing huge amounts of generated data and execution of
non-lightweight cryptographic algorithms on resource constraint
devices at disposal, is the primary focus of researchers today.
To enable secure exchange of data between cloud networks and
mobile devices, in particular smart hand held devices, this paper
presents Blockchain based approach that disperses a public/free
key to save it on a block within a Blockchain. The proposed
system generates public-private key pair to encrypt data digitally
to allow data communication. This empowers communication de-
vices to encipher data using keys stored in the Blockchain i.e. the
public key. Generated cipher text can be decrypted/deciphered
only with the respective private keys, meaning that only the
communicating devices can obtain their own plain text in a data
exchange process. Smart mobile employed in smart city can then
encipher the data using the keys and store them on the cloud.
The proposed system is able to decrease the number of overheads
that relate to key generation, key delivery and key storage whilst
providing solutions for data processing, information exchange
and data over-collection, respectively. Thus, the study proposes
a robust and secure solution to exchange keys and secure data
communication based on Blockchain technology.

Index Terms—Blockchain, Cryptographic Algorithms, Digital
Signature, Digital Signatures, Smart City.

I. INTRODUCTION

With the inflation in score of population moving towards

cities, the usage of technological solutions is of paramount pri-

ority of various governments across the world. The smart cities

are coming up, which provides every kind of facility to its

citizens. The technological solutions, be it digital transactions,

smart healthcare, smart education and lot more, the data over-

collection and securing the private/ confidential data of citizens

is of paramount importance. The EU group which looks for the

information security of smart cities has come up with various

protection measures that must be implemented in a smart city

[1]. They recommend encryption of data that is transmitted,

incorporation of intrusion detection system, Installation of

VPNs, installation of alarms and surveillance and many other

measures. Thus the user in a smart city is always on radar of

intruders who always try to steal their critical data. With the

introduction of Blockchain technology, many issues pertaining

to the smart city can be resolved. The paramount advantage

of Blockchain is its scattered way of authentication and use

of encryption that makes use of both public and private keys.

With no centralized power, the Blockchain provides a vital

security for the financial transactions. The distributed ledger

concept of Blockchain has raised bitcoin in the form of digital

crypto currency which is procured by millions. Thus the

advantage of Blockchain can be exploited for the proficient,

flexible and above all secure implementation of smart cities.

Various countries have already used the Blockchain technology

for the betterment of their citizens. Table I provides the list of

initiatives [2].

TABLE I
BLOCKCHAIN INITIATIVES BY VARIOUS COUNTRIES

Country
Name

Blockchain Applied On

Sweden The transactions related to real estate are maintained
using Blockchain

Estonia Patients Medical record is maintained using Blockchain

Ghana The property documents are maintained using
Blockchain

Russia Shareholders transactions and secure transactions are
maintained using Blockchain

Korea Banking

Singapore Blockchain based trading

Dubai City Logistics, Paperless government System

II. REVIEW OF BLOCKCHAIN TECHNOLOGY

The technique used by bitcoin introduced by Nakamoto

is the most widely used append only distributed database

for crypto-currency [4]. As demonstrated in the Fig 1, the

Blockchain comprises of blocks. Each block has the following

data members with the description as in Tabel II under:

The order of the Blockchain is controlled by the preceding

blocks’ hash value. The main advantages of Blockchain are

distinguishability, directness and understanding, decentralized,

verifiable, and many more. Transactions made between nodes

i.e. users inside the Blockchain network will be obtained

by certain nodes with the consensus protocol Proof-of-Work

(PoW) as an illustration as in miners. Then the nodes compete

for possibilities for generating the new block by listing the

457978-1-6654-5818-4/22/$31.00 ©2022 IEEE ICAIIC 2022



TABLE II
BLOCKCHAIN BLOCK STRUCTURE.

Block Data Description

Version Number For keeping track of modifications and up-
dates that have occurred during the proto-
col’s lifetime.

Previous Block Hash Hash of preceding block

Merkle Root It provides a unified hash value that allows
you to validate anything that is contained
within that block.

Time Stamp A sequence of signs or encoded information
that can be accurate to a fraction of a sec,
if a specific event occurred, normally with a
date and time of the day.

Difficulty Number The difficulty of mining a block, or the
difficulty of finding a hash below a specified
goal, is a measure of how tough it is to mine
a Bitcoin block.

Random Number The generation of random numbers enables
us to generate private keys— which are a
component of your key pair.

Transaction Data As soon as a transaction is entered in the
Blockchain, its data, including as the price,
the product, and control, are recorded and
validated across all nodes within seconds,
allowing it to be settled across the whole
network.

 

Fig. 1. Blockchain Structure.

previous block head hash values by increasing their parent

block head random numbers. by growing the number of parent

block Heads.

The miner will only construct a totally new block including

transaction completed since the previous block is formed,

depending on the difficulty number, if the hash value fulfills

the criteria of the challenge number (ie, a system parameter for

regulating block generation rate for Blockchain). The block is

then sent to all network participants in the Blockchain system

via the new block. Once the hash value confirms the supplied

challenging number, all nodes will include the new block and

link the new Blockchain to the local Blockchain sync to the

global Blockchain. In addition, a Digital Signature Algorithm

(DSA) is employed for communications security, and a Merkle

Hash Tree for transaction information protection purposes is

utilized. The Blockchain is therefore ready to offer us with a

distributed, reliable and trustworthy consensus environment in

the longer term.

A digital signature is a mathematical technique that confirms

the validity of digital messages or documents throughout the

communications process [5]. For a legitimate digital signal,

the recipient is certain that a recognized and verified sender

has generated the message. In the meanwhile, neither the

sender nor the receiver can deem the transmission of the

communication, nor the transmission of the message. In other

words, the receiver can immediately determine whether the

message has been altered or deleted during transmission. The

proposed technique uses a secure communications mechanism

based on ECDSA’s cryptographic algorithm in order to ensure

data security throughout communication. ECDSA, but at the

other hand, is a kind of DSA combining the DSA with the

Cryptography Elliptical Curves, which Neal Koblitz presented

[6] and Victor Miller offered [7], and it is both hybrid.

A Merkle Hash Tree [8] is a kind of binary tree constructed

as building pieces with hash values. As shown in Fig 2: The

information included within a leaf node is the hash value

value of a business, but it is the hash of the mixture of

the child nodes of a leaf node in which it is recorded. This

technique employs the safe SHA256 hash algorithm [9], an

irregular computational process, and a cryptographic scheme

with pseudo-randomness. It is used to secure transactions on

the Blockchain of the scheme. As immediately as the load

varies little, its output will thus be very changeable. This

allows users to check if the processes or the data in the block

body remain valid or not on the Blockchain network, i.e.

nodes, due to this feature. Consider an example to better grasp

what this means: Any change in the block contents of a block

may be detected by MHT by considering each operation’s has

value as new point in the MHT.

III. EXISTING RESEARCH

In order to investigate and apply the technology Blockchain,

Bitcoin’s success led intellectuals to explore several fields,

such as Smart Contracts [11], Finance [9], Management of

HR [14], Supply Chain [15] and Internet of Things [11], [17].

In [11], for example, the authors stated that the Blockchain

technology should be lightly installed for a smart IoT dwelling.

Multiple IoT equipment is connected to one single network in

every residence (e.g. smartphones, PCs and sensors). Under

Bitcoin’s success scholars have been driven to research and

utilize Blockchain technology in many fields, including Smart

Agreement [11] and Finance [4], the supply chain [15], and

human resources management [14], and [11], [17]. In [11], for

example, the authors suggested that the Blockchain technology

be light installed in the intelligent IoT dwelling. Several IoT

users are interconnected to the very same network in each

home, such as smart devices like phones, personal PCs and

sensors to collect data. The suggested model provides for

only approved users to access and manage home devices and

safeguarded and unable to modify the messages received by

authorized users by the malicious users. The creators of [12]

have established a new spread- out information managing

policy that enables users to monitor their records so that

third-party infringements can be avoided. The platform mixes

cryptocurrency and off-Blockchain stores to build a framework

for private data administration.

Since, the Blockchain acknowledges the users as their

proprietors; therefore users are not needed to have confidence
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Fig. 2. Merkle Hash Tree [10]

in any third party. The authors have expanded [12] with the ad-

dition of a new approach, dubbed a Proof of Credibility Score

(PCS), to improve the cryption algorithm for mining proce-

dures. The suggested PCS technique uses the interconnection

between nodes to determine the credibility score differently

from [12] where the trust value of the node is gathered for

how many beneficial acts the Node has taken. The numerical

findings have then shown that the security measures can be

upgraded with the proposed scheme Blockchain of credibil-

ity.The scalability of the Blockchain is a major difficulty as

the application grows. The authors in [18] offered to tackle

this problem with a BigchainDB system in NoSQL database

format. The Blockchain pipeline is used to scale the system

to the distributed database by adding Blockchain features. In

MC, transactions at mobile nodes should be taken into account

to enable the direct interchange and sharing of peer-tope data.

This is particularly critical if connecting devices have really

no internet connection. Presently some Android applications,

such as Easy-Miner [12] and Scrypt-Miner PRO and LTC, are

developing for mining on Mobile equipments for the Bitcoin

relevance. They are still demo versions, though, and have

not yet finished. Especially because Bitcoin applications are

employed for crypto-currency applications alone, there are still

a lack of the platform for broader Blockchain activities.

IV. PROPOSED ARCHITECTURE

A digital signature is an authentication method. It consists

of a public key pair and digital certificate, to authenticate

or verify either recipient’s or sender’s identity. Elliptic curve

cryptography generates smaller keys compared to digital sign-

ing algorithms that generate average length keys. Elliptic curve

cryptography implements the algebraic structure of elliptic

curves over finite fields, and it is a public key cryptography. El-

liptic curve cryptography helps to generate definite or random

sequences, such as pseudo-random numbers, digital signatures,

and more.

A. Elliptic Curve Digital Signature Algorithm (ECDSA)

Elliptic Curve Digital Signature Algorithm (ECDSA) is

based on public key cryptography (PKC). It is a Digital

Signature Algorithm (DSA), uses key derrived from Elliptic

Curve Cryptography (ECC). ECDSA signed certificates are

used to encrypt connection requests of an HTTPS website

that informs about the applied encryption by an image of a

physical padlock displayed by the browser. ECDSA could be

also found implemented in security systems, such as secure

messaging apps, including Bitcoin security. While serving at

Transport Layer Security (TLS), ECDSA encrypts connection

requests between web browsers and a web application.

Compared to another popular algorithm- RSA, ECDSA

offers high level security with short key lengths, is the

primary feature of ECDSA. Apparently, ECDSA executes at

low computational power requirements compared to RSAm,

which is a less secure competing equation. Elliptic Curve

Digital Signature Algorithm (ECDSA) is an elliptic curve-

based encryption and digital signature scheme. ECDSA can

be used to apply digital signature, however more efficiently.

ECDSA bases on an elliptic curve, and the curve is analyzed

for a point. After analzying, a point is chosen on the curve,

and then next step is to multipy the selected point by another

number. This just creates a new point on the same curve. As a

result of multiplication, the key lies in the fact that finding the

the new point on the curve is really a complex and hard task.

Even if the original point is known, the new point cannot be

found. This complexity of ECDSA highlights it’s robustness

against methods used to decrypt the data exchanged during

the communication processes.

The proposed methodology allows a member in the sug-

gested technique to join, relocate and consider leaving any

subset. The proposed scheme, like Bitcoin, Ethereum applica-

tions sets up key encrypted duos without centralized authority

for the Elliptic Curve Digital Signature Algorithm (ECDSA)

- based data exchange. Unlike the Bitcoin Blockchain, which

takes about an hour to make a transaction in Bitcoin (to actu-
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Fig. 3. Proposed Architecture.

ally create 6 blocks), Blockchain inside the scheme proposed

adds blocks directly after they are received. And the proposed

solution may prove to be significantly effective for the mobile

devices used in the proposed scheme.

Fig. 3 shows a straightforward operating process of our

proposed model. For the Blockchain, the open or public keys

of all members eligible to establish a secure communication

will be stored on a Cloud network. Any member may use an

open/public key stored by other members on the Blockchain

of the associated sub-network so as to connect with the other

group members. A mobile device closer to a cloud may find

easy access to a number of the available resources on Cloud,

and conversely devices faraway from Cloud service may have

limited access. As more and more mobile devices connect

to nearest available cloud service, the availability of services

needs to be ensured.. However, the services need to qualify and

fulfill the increased demand for computational resources, com-

munication channels bandwidth, and large storage resources.

V. CONCLUSION

Currently available mobile devices are often categorized

under resources constraint devices, as it is hard to exe-

cute computationally complex algorithms on such hardware

platforms. As millions of citizens show trends to maintain

social connectedness in a smart city, there is a need to

adopt lightweight security architectures. Not only would such

architectures protect the privacy of users, but also could run

or execute at a low computational cost. Therefore, this study

provides advantages of using technological innovations in

Blockchain and proposes model for secure data exchange

between the mobile devices used in smart cities. The model

proposed shows a conceptual model and gives an insight of

how implementing Blockchain can decrease the computational

complexity of the algorithms to allow them run on hard-

ware constraint devices. In our future studies, we plan to

test the proposed system on the available different resource

restricted platforms so as to investigate in details the hardware

and software complexities posed to processes that implement

Blockchain technology.
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