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Abstract—Extended integrated interleaved (EII) codes, as the
versatile alternative to locally recoverable codes (LRCs), show
great potential in distributed storage systems, in which the output
bit-error-rate (BER) below 10´15 is usually demanded. However,
it is time-consuming to reach such a low BER through normal
software simulation, which brings inconvenience to the code
construction. To solve the above problem, this work presents
an analysis method to evaluate the decoding performance of EII
codes, and no simulation is required. Numerical results show that
the estimated frame-error-rate (FER) matches well with the sim-
ulated FER, so does the BER. Moreover, the failure probability
of each decoding stage can be predicted accurately. Therefore,
we can dig deep into the decoding behavior of each stage, which
guides the adjustment of redundancy distribution, improving the
error correction performance. Finally, the theoretical analysis for
regular EII codes is simplified to reduce calculations.

Index Terms—Extended integrated interleaved (EII) codes,
locally recoverable codes (LRCs), distributed storage, theoretical
performance analysis.

I. INTRODUCTION

For next-generation digital storage systems, error-correcting
codes achieving high throughput with excellent coding gain are
needed. Conventionally, maximum distance separable (MDS)
codes, such as Reed-Solomon (RS) codes are used because
their redundancy is minimum [1]. However, there are probably
fewer failures than the designed correction capability in most
cases [2]. Locally recoverable codes (LRCs) have gained
considerable research attention, due to their better locality [3],
[4]. Extended integrated interleaved (EII) codes with both local
and global recovery properties are good alternatives to LRCs
[5]. Although EII codes do not have the optimal minimum
distance in general, the property that they can be constructed
over any field, especially over small fields, is very attractive
since operations over a small field involve less complexity
[6]. Due to the global parities shared among different levels,
multi-level EII codes have stronger local protection abilities
than 1-level EII codes. The above properties ensure multi-level
EII codes competitive in the distributed storage systems such
as cloud computing applications [7] and redundant arrays of
independent disks (RAID) architectures [8], [9].

It is necessary to design EII codes that meet the application
requirements before implementation. Storage systems usually
require the output bit-error-rate (BER) to be below 10´15

[10], which leads to an intolerable consumption in software
simulation of error correction performance. On the one hand,
there is generally no guarantee that the constructed EII code
could reach the design specification. On the other hand, even if

we obtain a qualified EII code, its parameters are probably not
optimal. Therefore, an effective method to adjust the parame-
ters is essential. If the performance can be accurately estimated
in advance through theoretical analysis, it will significantly
speed up the code construction process [11], [12].

To the best of our knowledge, this work is the first to present
a performance analysis method for EII codes in the open
literature. Based on the stagewise process of the decoding,
we first calculate the failure probability of each stage, and
then aggregate them together to obtain the failure probability
of the EII code. Furthermore, we simplify the performance
analysis of regular EII codes, for less calculation. It turns out
that the theoretical and simulation results are almost identical.
Moreover, the failure probability of each decoding stage can
help us adjust the distribution of parities to achieve better
performance with the same overhead.

The rest of the paper is organized as follows. Section II
introduces the encoding and decoding algorithms of EII codes.
In Section III, the proposed analysis method is detailed and
comparison results are provided. The simplfied method for
regular EII codes is presented in Section IV. Finally, Section
VI concludes the paper.

II. PRELIMINARIES

A. Systematic Multi-Level EII Codes

A systematic l-level (l ą 1) EII code Cpn, uq can be
represented by an m ˆ n matrix as shown in Fig. 1(a). Let
u be the vector of length m “

řl
i“0 si, where si ě 1 for

0 ď i ď l ´ 1 and sl ě 0.

u “ p
s0

hkkkkikkkkj

u0, . . . , u0,

s1
hkkkkikkkkj

u1, . . . , u1, ¨ ¨ ¨ ,
sl

hkkkkikkkkj

ul, . . . , ulq, (1)

where 0 ď u0 ă u1 ă ¨ ¨ ¨ ă ul “ n. si denotes the number
of rows with ui parity symbols. Note that if sl “ 0, Cpn, uq
will become an l-level integrated interleaved (II) code. When
l “ 1, Cpn, uq degrades to a 1-level EII code , where

u “ p
s0

hkkkkikkkkj

u0, . . . , u0,

s1
hkkkkikkkkj

u1, . . . , u1q. (2)

Consider a systematic l-level EII code matrix C P Cpn, uq.
Let ŝi “

řl
λ“i sλ for 0 ď i ď l. As shown in Fig. 1(b), C is

the direct sum of l 1-level EII code matrices Cpiq P Cpn, upiqq,
i.e.,

C “
l´1
ÿ

i“0

Cpiq, (3)
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where Cpn, upiqq p0 ď i ď l ´ 1q is the i-th 1-level EII code,
and

upiq “ p
m´ŝi`1

hkkkkikkkkj

ui, . . . , ui,

ŝi`1
hkkkkkkkikkkkkkkj

ui`1, . . . , ui`1q. (4)

Let tCi|0 ď i ď l ´ 1u be a set of l horizontal nested codes
[n, n ´ ui, d

H
i ] over Galois field GF pqq such that Cl´1 Ă

Cl´2 Ă ¨ ¨ ¨ Ă C0. Let tVi|0 ď i ď l ´ 1u be a set of l vertical
codes [m,m´ ŝl´i, d

V
i ] over GF pqul´i´ul´i´1q that is linear

over GF pqq. The horizontal and vertical codes of Cpiq are Ci
and Vl´i´1, respectively. And all rows of C are the codes in
C0.

Next, we describe the systematic encoding algorithm of
multi-level EII codes in detail. As shown in Fig. 1(a), the
l yellow matrices of size p

ři
j“0 sjq ¨ pui`1 ´ uiq denoted

by Dpiq are raw data blocks, where 0 ď i ď l ´ 1. P piq

and P , denoted by the blue area in Fig. 1(b), represent all
parities of the i-th sub-codeword Cpiq and encoded codeword
C, respectively. The encoding is sequentially performed from
Cpl´1q to Cp0q. For sub-codeword Cpl´1q, first ul ´ ul´1

columns are encoded systematically into a vertical code over
GF pqul´i´ul´i´1q (or ul ´ ul´1 codes over GF pqq) in V0,
and then all rows are encoded systematically into horizontal
codes in Cl´1. For sub-codewords Cpiq p0 ď i ď l ´ 2q, in
order to make codeword C systematic after sum operations,
their first ul ´ui`1 columns (indicated by the white blocks in
Fig. 1(b)) are filled with zeros, and their data blocks need to
be added with the previous encoded parity symbols (marked
by the orange blocks in Fig. 1(b)), i.e.,

D1piq “ Dpiq `
l´1
ÿ

j“i`1

P
pjq
Dpiq , (5)

where 0 ď i ď l ´ 2, and P
pjq
Dpiq denotes a specific parity

block in Cpjq (marked by the dashed rectangles in Fig. 1(b)).
The relative position of P

pjq
Dpiq in Cpjq is the same as that of

Dpiq in C. After that, ui`1 ´ ui columns next to the all-zero
blocks are encoded systematically into a vertical code over
GF pqui`1´uiq (or ui`1 ´ ui codes over GF pqq) in Vl´i´1

and then all rows are encoded systematically into horizontal
codes in Ci. Finally, a systematic EII codeword C is obtained
by (3). Let tpCq and tpV q denote the error-correcting capabilities
of horizontal codes and vertical codes, where tpCq “ ttpCq

i |0 ď
i ď l ´ 1u and tpV q “ ttpVq

l´i´1|0 ď i ď l ´ 1u. In this paper, if
the EII codes show the following regularity: tpVq

l´i “ t
pVq
l´i´1`1,

for 1 ď i ď l ´ 1, we call them regular EII codes.

B. Decoding Scheme

In order to describe the decoding process conveniently, we
use row vectors to represent a systematic EII codeword and
its sub-codewords. Let C “ pc0, c1, ¨ ¨ ¨ , cm´1qT and Cpiq “
pcpiq

0 , cpiq
1 , ¨ ¨ ¨ , cpiq

m´1qT , where 0 ď i ď l ´ 1. According to
(3), we get

ck “ cp0q
k ‘ cp1q

k ‘ ¨ ¨ ¨ ‘ cpl´1q
k , for 0 ď k ď m ´ 1. (6)

P

(0)D

0 1

1l

s s
s 

 


1 2l lu u  1 0u u1l lu u 
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Fig. 1. An l-level EII code and its systematic encoding process.

Note that if cp0q
k ‘ cp1q

k ‘ ¨ ¨ ¨ ‘ cpjq
k (1 ď j ď l ´ 1) is

successfully decoded, each of its subcodes cp0q
k , cp1q

k , ¨ ¨ ¨ , cpjq
k

can be obtained. A more detailed description can be found in
[6, Lemma 30].

The decoding is an iterative process, sequentially performed
from Cp0q to Cpl´1q. The first iteration starts with the de-
coding of all rows in C by C0, and we get all the subcodes
cp0q
R0

, cp1q
R0

, ¨ ¨ ¨ , cpl´1q
R0

of the corrected rows, where R0 is a
index set of these rows. Then, fill the first ul ´ u1 columns
of Cp0q with zeros and decode the u1 ´ u0 columns next
to the zero block by Vl´1. Next, encode the first n ´ u0

columns by C0 to recover the sub-codeword Cp0q. After that,
an (l ´ 1)-level EII codeword is obtained by C ‘Cp0q. In the
second iteration, decode the uncorrected rows in the previous
iteration by C1 to obtain all the subcodes cp1q

R1
, cp2q

R1
, ¨ ¨ ¨ , cpl´1q

R1

of newly corrected rows. Fill the first ul ´ u2 columns of
Cp1q with zeros, and decode the u2 ´ u1 columns next to
the zero block by Vl´2. At the end of the second iteration,
encode the first n ´ u1 columns by C1 to recover the sub-
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codeword Cp1q. The other iterations operate similarly. If there
are no erroneous rows, the decoding terminates. Evidently, the
decoding of systematic EII codes is a stage-by-stage process.
Note that the decoding of the i-th stage includes the row
decoding by horizontal codes Ci and the column decoding by
vertical codes Vl´i´1.

III. PERFORMANCE ANALYSIS METHOD FOR EII CODES

Since decoding is a stage-by-stage process, the pi ` 1q-th
decoding stage using horizontal code Ci`1 is related to
the results of the i-th decoding stage using vertical code
Vl´i´1, where 0 ď i ď l ´ 1. Consider a 3-level EII code
Cp127, p12, 12, 16, 16, 16, 16, 22, 22, 127, 127qq, where C0, C1,
and C2 are [127,115,13], [127,111,17], and [127,105,23] RS
codes over GF p27q such that C2 Ă C1 Ă C0, and V0, V1 and
V2 are [10,8,3], [10,6,5], and [10,2,9] shortened RS codes over
GF p27q. Note that tpCq “ t6, 8, 11u and tpV q “ t4, 2, 1u. If
there are more than four rows that are not correctly decoded
by C0, the entries of Cp0q can not be retrieved totally using V2

at the 0-th stage. Thus cj ‘ c
p0q
j can not be obtained, which is

in C1 and is required at the 1-st stage, where 0 ď j ď m ´ 1.
Therefore, it will be detected as an unsuccessful decoding.
Based on the discussion above, a performance analysis method
for EII codes is proposed in this section. It should be noted
that the analysis in this work is based on the binary symmetric
channel (BSC) where each bit will be transmitted incorrectly
with a probability α, called channel crossover probability.
Moreover, we restrict both horizontal and vertical codes to
the RS codes, and the analysis of other codes can be obtained
similarly.

A. FER Analysis

By neglecting miscorrections of the horizontal codes, the
decoding will fail if there are at least tpVq

l´i´1 ` 1 rows whose
error weights are larger than t

pCq
i . According to the property

of decoding by stage, we can calculate the probability of
unsuccessful decoding of each stage (mutually exclusive), and
sum up the wrong decoding probabilities of all stages to get
failure probability of the codeword. The decoding failure of
the 0-th stage means that the number of rows with more than
t

pCq
0 errors is larger than t

pVq
l´1. And decoding will fail at the

i-th stage for 1 ď i ď l ´ 1 iff the 0 „ pi ´ 1q-th stages are
all successful and the i-th stage is failed. In such cases, the
following conditions should be both satisfied:

Condition 1: The number of rows with more than t
pCq
i errors

is above (ą) tpVq
l´i´1.

Condition 2: The number of rows with more than t
pCq
r errors

is below (ď) tpVq
l´r´1, where 0 ď r ď i ´ 1.

We divide all rows of a codeword into g groups based on
the number of errors contained, where g “ l ` 1. For group
i, the number of errors in a row is in the range of t

pCq
i´1 ` 1

to t
pCq
i . Especially, for group 0 and group g ´ 1, the number

of errors in a row is in the range of 0 to t
pCq
0 and t

pCq
g´2 ` 1 to

n, respectively. Let λτ denote the number of rows in group τ .

To meet condition 1, we have

g´1
ÿ

τ“i`1

λτ ě t
pV q
l´i´1 ` 1. (7)

To meet the condition 2, we have

r
ÿ

τ“0

λτ ě m ´ t
pV q
l´r´1, for 0 ď r ď i ´ 1. (8)

Since the total number of rows is m, the following constraint
(9) must be met.

i´1
ÿ

τ“0

λτ ` λi `
g´1
ÿ

τ“i`1

λτ “ m. (9)

Then, we can set up a linear programming mathematical model
to obtain the values of parameter λτ under all different cases.
Let σ denote the number of rows with errors more than t

pCq
i ,

where σ “
řg´1

τ“i`1 λτ . After certain transformations of (7),
(8) and (9), a set of linear equations and inequalities can be
listed as follows.

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

0 ď λi ď t
pV q
l´i ´ t

pV q
l´i´1 ´ 1, (10a)

t
pV q
l´i´1 ` 1 ď σ ď t

pV q
l´i ´ λi, (10b)

i´1
ÿ

τ“0

λτ “ m ´ λi ´ σ, (10c)

r
ÿ

τ“0

λτ ě m ´ t
pV q
l´r´1, for 0 ď r ď i ´ 2. (10d)

Combining (10a) and (10b), we can find all possible values
of σ, which form a set tσj |0 ď j ď χ ´ 1u. Let Λ “
pλ0, λ1, . . . , λiqT . Let Sj denote the set of possible values
of Λ corresponding to σj . From (10a), (10c), and (10d), we
can obtain Sj “ tΛjk |0 ď k ď K ´ 1, σ “ σj u, where K
represents the number of possible cases for Λ. Note that Λjk

is a vector, i.e., Λjk “
´

λjk
0 , λjk

1 , . . . λjk
i

¯T

.

Let es denote the symbol error rate and

es “
q

ÿ

k“1

ˆ

q

k

˙

αk p1 ´ αqq´k “ 1 ´ p1 ´ αqq , (11)

where q denotes the number of bits in a symbol. Then let
φn
w pesq represent the probability of error of weight w in a

row, which can be computed by

φn
w pesq “

ˆ

n

w

˙

ews p1 ´ esqn´w
. (12)

As a result, we obtain the probability of wrong decoding of
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the i-th stage (1 ď i ď l ´ 1), as shown in (13).

Pfi “
χ´1
ÿ

j“0

Pfij “
χ´1
ÿ

j“0

ˆ

m

σj

˙

¨

˝

n
ÿ

w“t
pCq
i `1

φn
w pesq

˛

‚

σj

¨
ÿ

ijk

Nijk

¨

˝

t
pCq
0
ÿ

w“0

φn
w pesq

˛

‚

λjk
0

¨

˝

t
pCq
1
ÿ

w“t
pCq
0 `1

φn
w pesq

˛

‚

λjk
1

¨ ¨ ¨

¨

˚

˝

t
pCq
i´1
ÿ

w“t
pCq
i´2`1

φn
w pesq

˛

‹

‚

λjk
pi´1q

¨

˚

˝

t
pCq
i
ÿ

w“t
pCq
i´1`1

φn
w pesq

˛

‹

‚

λjk
i

,

(13)
where Pfij denotes the failure probability corresponding
to σj at the i-th stage, and Nijk denotes the number
of combinations for the elements in Sj . To illustrate
(13) more intuitively, we give the following example.
The example is based on the 1-st stage of EII code
Cp127, p12, 12, 16, 16, 16, 16, 22, 22, 127, 127qq. It can be de-
duced from (10a)-(10d) that 0 ď λ1 ď 1, 3 ď σ ď 4´λ1 and
λ0 “ 10 ´ λ1 ´ σ. Obviously, σ has two possible values: 3
and 4, that is, χ “ 2. In such cases, the set of possible values
of pλ0, λ1qT corresponding to σj are shown in (14), where
0 ď j ď 1.

S0 “ t
`

λ00
0 , λ00

1

˘T
,
`

λ01
0 , λ01

1

˘T u “ tp7, 0qT , p6, 1qT u,
S1 “ t

`

λ10
0 , λ10

1

˘T u “ tp6, 0qT u.
(14)

So we obtain

Pf1 “
ˆ

10

3

˙

pψ1q3
ˆ

pψ2q7pψ3q0 `
ˆ

7

6

˙

pψ2q6pψ3q1
˙

`
ˆ

10

4

˙

pψ1q4pψ2q6pψ3q0,
(15)

where ψ1 “
ř127

w“9 φ
127
w pesq, ψ2 “

ř6
w“0 φ

127
w pesq, and ψ3 “

ř8
w“7 φ

127
w pesq.

Considering failure probability of the 0-th stage, the final
FER can be computed by using (16).

Pf “
m
ÿ

τ“t
pV q
l´1`1

ˆ

n

w

˙

¨

˝

n
ÿ

w“t
pCq
0 `1

φn
w pesq

˛

‚

τ¨

˝

t
pCq
0
ÿ

w“0

φn
w pesq

˛

‚

m´τ

`
l´1
ÿ

i“1

Pfi .

(16)
Fig. 2 shows the decoding performance comparisons be-

tween the theoretical and simulation results on the 3-level
EII code Cp127, p12, 12, 16, 16, 16, 16, 22, 22, 127, 127qq. In
all simulations, the decoding terminates when at least 20000
failed codewords are collected. As can be seen, the curves
of theoretical analysis almost coincide with the curves from
simulations, which demonstrates the accuracy of the proposed
method.
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Fig. 2. Comparisons of the failure probability of each stage and the final
FER on the Cp127, p12, 12, 16, 16, 16, 16, 22, 22, 127, 127qq.
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Fig. 3. Comparisons of the BER of each stage and the final BER on the
Cp127, p12, 12, 16, 16, 16, 16, 22, 22, 127, 127qq.

B. BER Analysis

Since BER is the major concern in many applications, this
subsection presents a BER analysis method for EII codes.
The BER can be calculated by summing up the bit error
probabilities of all stages. The average bit error probability
of the i-th stage Pbi equals to the number of error bits in a
failed codeword of this stage over the total number of bits in
an EII codeword. Let B denote average number of error bits
in an error symbol, and then Pbi can be calculated by

Pbi “ Pfi ¨ Ri ¨ Si ¨ B
m ¨ n ¨ q , (17)

where Ri and Si denote the average number of uncorrected
rows in a failed codeword and the average number of error
symbols in an uncorrected row, when decoding fails at the
i-th stage, respectively.
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Utilizing the symbol error rate es calculated by (11), B can
be expressed by

B “

q
ř

k“1

`

k
q

˘

αk p1 ´ αqq´k ¨ k

es
. (18)

If a row is uncorrectable at the i-th stage, there must involve
more than t

pCq
i error symbols, where 0 ď i ď l´1. Therefore,

Si can be calculated through

Si “

n
ř

w“t
pCq
i `1

φn
w pesq ¨ w

n
ř

w“t
pCq
i `1

φn
w pesq

. (19)

Parameter σ in (10b) represents the number of rows which
can not be corrected at the i-th stage, where 1 ď i ď l ´ 1.
As stated in Section III-A, σ has χ possible values. Then we
have

Pfi ¨ Ri “
χ´1
ÿ

j“0

Pfij ¨ σj . (20)

When decoding fails at the 0-th stage, the number of uncor-
rected rows is uncertain but falls in the range of tpVq

l´1`1 to m.
Therefore, R0 can be computed using the following equation.

R0 “

m
ř

k“t
pV q
l´1

`1

`

m
k

˘

¨

˝

n
ř

w“t
pCq
0 `1

φn
w pesq

˛

‚

k¨

˝

t
pCq
0
ř

w“0

φn
w pesq

˛

‚

m´k

¨ k

m
ř

k“t
pV q
l´1

`1

`

m
k

˘

¨

˝

n
ř

w“t
pCq
0 `1

φn
w pesq

˛

‚

k¨

˝

t
pCq
0
ř

w“0

φn
w pesq

˛

‚

m´k
.

(21)
By substituting (18)-(21) into (17), and then summing up

the error probability of each stage, the final BER of the EII
codes Pb can be estimated by

Pb “
l´1
ÿ

i“0

Pbi “

˜

Pf0 ¨ R0 ¨ S0 `
l´1
ř

i“1

˜

χ´1
ř

j“0

Pfij ¨ σj

¸

¨ Si

¸

¨ B

m ¨ n ¨ q .

(22)
Fig. 3 shows the BER comparisons between the theoretical and
simulation results. It can be seen that the theoretical results and
the simulation results are nearly identical.

C. Adjustment of Redundancy Distribution

By observing the relationship between the final FER and
failure probability of each stage, we can adjust the redun-
dancies of different rows flexibly to maximize the correcting
capability of the EII code. Let us use the following example to
explain this. The black curves in Fig. 4 show the performance
of the 3-level EII code with tpCq “ t17, 26, 35u. Obviously,
the FER of the whole codeword is nearly the same as that
of the 0-th stage when α ă 0.0013, which means the
decoding of most frames either fails at the 0-th stage or
finally succeeds. Since the decoding of the 1-st stage shows
a better performance than other stages in most cases, we can
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Fig. 4. Performance comparisons between tpCq “ t17, 26, 35u and tpCq “
t19, 24, 35u.

enhance the error correction capability of code V0 by reducing
the parity symbols of code V1. Then let tpCq “ t19, 24, 35u
and its performances are shown by the red curves in Fig. 4.
As can be seen, the EII code obtains noticeable performance
improvement when α ă 0.0013, while showing no per-
formance loss when α ą 0.0013. Moreover, the overhead
remains unchanged. Although both sets of parameters satisfy
that output BER is lower than 10´15 when input BER is
1.5ˆ10´3, the adjusted parameters are much better. Therefore,
the proposed method guides the code design effectively.

IV. METHOD FOR REGULAR EII CODES

We can simplify the equations of FER analysis for regular
EII codes based on the characteristic: t

pVq
l´i “ t

pVq
l´i´1 ` 1,

for 1 ď i ď l ´ 1. Considering the inequality (10a), it can
be concluded that λi “ 0. Furtherly, we can know that the
parameter σ allows of only one value, that is, χ “ 1 and
σ “ t

pVq
l´i . Hence, (10a)-(10d) can be simplified to

$

’

’

’

’

&

’

’

’

’

%

i´1
ÿ

τ“0

λτ “ m ´ t
pV q
l´i , (23a)

r
ÿ

τ“0

λτ ě m ´ t
pV q
l´r´1, for 0 ď r ď i ´ 2. (23b)

Furthermore, (13) can be reducible to (24).

Pfi “
ˆ

m

σ

˙

¨

˝

n
ÿ

w“t
pCq
i `1

φn
w pesq

˛

‚

σ

¨
ÿ

ik

Nik

¨

˝

t
pCq
0
ÿ

w“0

φn
w pesq

˛

‚

λk
0

. . .

¨

˚

˝

t
pCq
i´1
ÿ

w“t
pCq
i´2`1

φn
w pesq

˛

‹

‚

λk
i´1

.

(24)
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Fig. 5. Comparisons of the failure probability of each stage and the final
FER on the Cp127, p14, 14, 16, 16, 22, 22, 127, 127qq.
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Fig. 6. Comparisons of the BER of each stage and the final BER on the
Cp127, p14, 14, 16, 16, 22, 22, 127, 127qq.

Since σ “ t
pVq
l´i when 1 ď i ď l ´ 1, the BER calculation can

also be simplified, as shown in (25).

Pb “ B

Pf0 ¨ R0 ¨ S0 `
l´1
ř

i“1

Pfi ¨ tVl´i ¨ Si

m ¨ n ¨ q . (25)

Comparisons of the FER and BER between the simpli-
fied method and simulation results on the 3-level EII code
Cp127, p14, 14, 16, 16, 22, 22, 127, 127qq are shown in Fig. 5
and Fig. 6. Note that tpV q of this codeword are t3, 2, 1u. It
can be observed that the blue curves are completely coincident
with red curves and almost coincide with black curves, which
demonstrates the effectiveness of our simplification.

V. CONCLUSION

In this paper, we present a general approach for performance
analysis of EII codes, which can well predict the decoding
performance and benefit the code construction process. The
decoding is considered as a stagewise process, and the error
rate of an l-level EII code can be regarded as the sum of
the failure probabilities of l mutually exclusive events. The
comparisons between the theoretical and simulation results
demonstrate the high accuracy of our method. Besides, a
simplified method for regular EII codes is introduced, which
reduces the analysis complexity.
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