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Abstract—The advance of 5G has brought great convenience 

and opportunities for the application of visual indoor 
positioning in the Internet of Things, augmented reality, 
emergency rescue and other important fields, but its positioning 
performance still needs to be improved. In order to increase the 
accuracy and efficiency of the vision-based indoor localization 
system, we propose hierarchical image retrieval algorithm 
based on Bag-of-Visual-Word and eight-point algorithm with 
feature clouds for position estimation which can effectively 
refine the efficiency and accuracy of image retrieval and 
location estimation. The experimental results show that the 
proposed method can dramatically improve the real-time 
performance and accuracy of the visual positioning system.  

Keywords—visual indoor positioning, image retrieval, Bag-of-
Visual Word, eight-point algorithm  

I. INTRODUCTION  
With the development of modern technology and 

industrialization, people’s demand for the perception of the 
surrounding environment is becoming stronger and stronger. 
Smartphone-based indoor positioning services have changed 
people's daily life greatly [1, 2]. Most of the traditional indoor 
positioning systems employ ultra-wideband, WIFI, RFID, 
bluetooth and so on. However, these methods cannot be 
promoted on a large scale for their extra deployment overhead, 
limited positioning range, poor anti-interference ability and 
many other real factors. In contrast, the vision-based 
positioning system has low positioning cost, high positioning 
accuracy and strong interactivity, which make it an indoor 
positioning technology with tremendous application potential 
in the Internet of Things, augmented reality, emergency 
rescue and other important fields [3, 4].  

Generally, the visual indoor positioning system utilizes the 
real-time user image to estimate the user’s location based on 
fingerprint recognition, and it consists of offline database 
creation and online localization corresponding to two 
stages[5]. In the offline stage, the main task is to build a visual 
map, which is the premise of image retrieval and location 
estimation. In the online stage, users submit a picture of the 
position by smart devices, then the positioning system will 
extract image features, retrieve to obtain similar database 
images, and finally estimate the user's location with the 
algorithm. The performance of the visual positioning system 
largely depends on the image retrieval performance and the 
accuracy of the location estimation algorithm, which are hot 
topics in current research [6]. However, the flow of people, 
transfer of markers, changes in light and any other 
environment changes always lead to certain differences 

between images and features collected at different moments. 
These cases will worsen the image retrieval and location 
estimation performance. Therefore, it is necessary to research 
how to improve the performance of image retrieval and the 
accuracy of position estimation to achieve better positioning 
performance. 

Most of the research on refining image retrieval 
performance focuses on two aspects: improvement of the 
image features and optimization of the matching algorithm. 
The study of [7] shows that the speeded-up robust features can 
be well employed in the complicated indoor environment. 
Global features could be used for urban localization and they 
could optimize storage and computational efficiency [8]. The 
bag-of-word method widely used in text recognition has also 
been tried for image retrieval [9]. Multiclass support vector 
machines could be used for classifying the SIFT features to 
improve retrieval efficiency [10]. The epipolar geometry 
method is one of the classical methods for position estimation, 
and [11] uses the eight-point algorithm to resolve the 
fundamental matrix which is a critical part of epipolar 
geometry, but the method is not robust enough. In [12], a 
method of choosing the eight points has been proposed, which 
makes full use of the uniform distribution of feature points to 
avoid some match errors, however, it is too simple to satisfy 
most changeable cases. 

Inspired by the above image retrieval and location 
estimation algorithms, and to enhance the performance of the 
visual indoor positioning system, we propose a hierarchical 
image retrieval algorithm based on Bag-of-Visual-Word with 
high retrieval speed and accuracy and an eight-point algorithm 
with feature clouds which takes a full account of the 
relationship and wholeness of feature points to improve 
robustness. Replacing global feature rough retrieval with Bag-
of-Visual Word and considering the overall matching property 
of feature points are core ideas of our method. We have 
implemented the proposed method in our lab and a mall to 
evaluate the positioning performance. The experiment results 
show that they could achieve good performance in image 
retrieval and position estimation. The remainder of this paper 
is organized as follows. In section II, we would introduce the 
visual indoor positioning system and give the framework of 
the hierarchical image retrieval method and eight-point 
algorithm with feature clouds that we proposed. And the 
theoretical derivation and realization of the method will be 
demonstrated in section III. Section IV will provide the 
implementation and performance analysis to evaluate our 
method. And conclusion will be drawn finally. 
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II. SYSTEM OVERVIEW 

A. Epipolar Geometry Localization Algorithm  
The epipolar geometric constraint relationship is a 

description of the position relationship between different 
cameras. Assuming that the same point can be recorded as 
(X, Y, Z)  in the first coordinate system and (X ,Y , Z )    in the 
second coordinate. Then the relationship can be expressed by 
a rotation matrix R  and transfer vector t  as follows: 

 
X X
Y = Y +
Z Z

   
      
      

R t  (1) 

In epipolar geometry, there exists a point-to-line mapping 
between the first view and the second view, and it can be 
described by the fundamental matrix. Points can be noted as 
m  and m  in the two pixel coordinates of the cameras, and 
they satisfy the following equation: 

 TF = 0m m   (2) 

where F represents the fundamental matrix. 

Assuming that the two images have n  pairs of matching 
points and can be expressed as a set: 

   , | = 1, 2,3,..., ni i im m  (3) 

where  T, ,1i i iu vm  and  T, ,1i i iu v  m . 

According to (2), these pairs of points can form a system 
of linear equations as follows:  

 0n U f  (4) 

where  T
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the element of the fundamental matrix. Therefore nU  can be 
expressed as: 
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As (2) is a homogeneous equation set with  det = 0F  
and F  is a singular matrix, we can easily know  rank = 2F  
which makes it convenient to solve the fundamental matrix. 

There are many different algorithms for solving the 
fundamental matrix such as linear algorithms, iterative 
methods and robust methods. But it is usually solved by the 
eight-point algorithm, one of the linear algorithms[13]. If 
there are exactly 8 pairs of matching points, the fundamental 
matrix can be solved directly. For cases over 8 pairs of points, 
as most matching points meet (2), we only need to calculate a 
F  by minimizing the cost as follows: 

  2T

F
min Fi i

i

 m m   (6) 

And it can also be rewritten in another way as: 

 
2min nf

U f  (7) 

We could set a = 1f  constraint to avoid getting zero, and 
then find the solution that satisfies the above condition. After 
eigen-decomposition of T

n nU U , we get the eigenvectors 
corresponding to the smallest eigenvalue as f. 
B. System Framework 

In our proposed work, the whole system can be divided 
into two parts which are the offline stage and the online stage. 
The structure of the system is shown in Fig. 1. 

 
Fig. 1. System framework 

The task of the offline phase is to build a database that 
consists of image information and geographic coordinate. The 
key part of the online phase is to perform a series of image 
processing and matching to find the most similar database 
images, and then use the epipolar geometry localization 
algorithm to calculate the geographic location of the images 
to be located. 

The efficiency and accuracy of image retrieval determine 
the real-time performance and accuracy of the visual 
positioning system. To reduce the positioning time and 
improve the accuracy of image retrieval, we propose a 
hierarchical image retrieval algorithm based on Bag-of-
Visual-Word.  

In the offline stage, we calculate SURF features of 
database images and learn visual vocabulary, then we use the 
frequency of each word to represent the database images. By 
this means we can obtain a visual map with Bag-of-Visual 
Word and SURF features. 

While, in the online stage, the system would extract SURF 
features of the user image and act a rough matching process 
between the pictures based on the word frequency using the 
retrieval unit, which calculates the matching level based on 
the similarity of the visual word frequency. By rough 
matching, we select certain database images as input to fine 
matching. After RANSAC fine matching, we get at least 
 2k k   database images similar to the user image. 

To reduce the error caused by environment change, we 
propose an eight-point algorithm with feature clouds to 
choose the eight pairs of matching points and solve the 
fundamental matrix. It acts as the following steps: feature 
clouds extraction, feature clouds matching, getting optimal 
feature cloud according to the cost, matching points search 
within the feature clouds, obtaining the rest optimal points and 
finally getting 8 pairs of matching feature points output as the 
input data to the epipolar geometry localization process. Then 
we can present a localization result to our users in a quick time. 
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III. THE PROPOSED METHOD 

A. The Hierarchical Image Retrieval Algorithm 
To facilitate the subsequent calculation, we first process 

the extraction of SURF features. Gaussian filtering is 
performed before calculating the Hessian matrix for scale 
consistency and noise cancelation. Then we get the Hessian 
matrix as: 

      
   

xx xy

xy yy

L ,σ L ,σ
H ,σ =

L ,σ L ,σ
 
 
 

x x
x

x x  (8) 

where  xxL ,σx  is the Gaussian second-order derivative to 
the image point in the image 𝐼𝐼 ,  xyL ,σx  and  yyL ,σx  
have similar meanings. 

In feature point detection, as the Hessian matrix describes 
the curvature of the function, its determinant represents the 
magnitude of the grayscale variation around the pixel point. 
Therefore, we can obtain the stable extreme value points of 
the image with the determinant. 

Assuming that the SURF features we extract can be 
expressed as follows: 

 1 2[ , ,..., ], D M
Mx x x  X X  (9) 

Bag-of-Visual-Word uses feature vector quantization to 
form a dictionary as: 

 
 : 1,

( )

D Mq k
x q x

 




 (10) 

where function q  gives the mapping of the feature vector to 
an index. K-means clustering is generally used in the visual 
bag-of-word model and could obtain some cluster centers as 
the indexes of the mapping. And the dictionary can be 
described as: 

  , ,..., , D N
1 2 N

B = b b b B  (11) 

where the index ib  is commonly named word. So, two similar 
feature vectors have a similar probability distribution over 
visual words, and we set a subset of feature vectors belonging 
to the word b as follows: 

   :b x q x  X X b  (12) 

Therefore the similarity measurement function between 
two images can be given as: 

 
 

        
,

~ ,b b
b

K

TF IDF M 





B

X Y

x y b X Y  (13) 

where ~TF IDF  are term frequency and inverse document 
frequency of the word c . The normalization factor   x  can 
be expressed as: 

     
1
2( ) ~ ,b b

b
TF IDF M 



   
 


B
x b X X  (14) 

where  M   is an optional kernel function,  ,K X Y  
measures the similarity between the two images and ranks it 
among all retrieval images. 

So far, we get rough matching output images BOVWI   as 
input to fine matching, then we calculate the confidence levels 
for each input database image and user image as: 

  
RANSAC-in

norm
A Bmin ,

N
N

N N
  (15) 

where NA and NB are the number of the feature points of the 
two images. RANSAC-inN  denotes the number of interior points 
estimated by the random sampling consistency algorithm. The 
optimal images can be obtained by normN  which indicates the 
confidence level. 
B. The Eight-point Algorithm with Feature Clouds 

Compared to the normalized eight-point algorithm 
proposed in [13] to solve the fundamental matrix, the key of 
our proposed method is to modify the algorithm to choose the 
eight pairs of points. Supposing that the user image is queryI  
and the optimal database image is databaseI , and we have 
already kept the two images’ SURF features. 

We partition each image into 9 blocks averagely denoted 
as qiR , diR , 1 9i  , for alternative feature cloud regions, 
and save the number of feature points in each region as qiN , 

diN , 1 9i  . Afterwards, we can express the percentage of 
feature points with qiP  and diP  as: 

 9

1

,1 9qi
qi

qi

N
P i

N
  


 (16) 

Similarly, we can define Pdi as: 

 9

1

,1 9d i
di

d i

NP = i
N

 

  (17) 

Set a threshold value p , if qiP p  or diP p , the 
corresponding region would be a feature cloud qiC  or djC , 
and keep the number of feature points in the cloud as 

qiCN  
and 

djCN . Then, matching the feature clouds qiC  with djC  
and give the ratio ijW  to express the similarity between the 
two feature clouds as: 

 
max( , )

qi dj

con
ij

C C

N
W

N N
  (18) 

where conN  represents the number of match points of the 
feature cloud. 

According to (18), we get the match feature clouds and 
keep 4 pairs of most similar matching feature points within 
the clouds as:   , | 1, , 4ci i m m ci  ,while based on the 
similarity of SURF features, we obtain the rest 4 pairs of 
matching feature points outside of the match feature cloud as: 
  , | 1, , 4i m m co co . 

So far, we obtain the 8 pairs of feature points for 
fundamental matrix solving. With the points, we can easily 
get the transfer vector of database images to the user image 
as totalt   which could be described as a straight line in the 
world coordinate. Theoretically, the intersection of two 
straight lines produces a point, which is the geographic 
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location of the user. To reduce the error, we use n lines to 
calculate the optimal location by minimizing the sum of the 
distance from the point to each line as: 

  
,

min ,ix y i
d x y  (19) 

where  ,id x y  denotes the distance from the point  ,x y  to 
the ith line. And it could be shown as: 

  
2 2

, i i i
i

i i

a x b y c
d x y

a b

 



 (20) 

where 0i i ia x b y c    represents the ith transfer line. 

Considering the accuracy of the transfer lines, we use 
matching points of SURF features to weight the distances and 
the result could be rewritten as: 

  
,

min ,i ix y i
d x y N  (21) 

where iN expresses the number of matching points of the 
database image corresponding to the ith line. Then we obtain 
the optimal location of the user with our proposed 
algorithm. 

IV. IMPLEMENTATION AND PERFORMANCE ANALYSIS 

A. Experiment Environment 
In order to test the proposed hierarchical image retrieval 

method, we experiment on 476 indoor images of the UKB 
dataset and test the location performance in our lab which is 
located in the Technology Innovation Building, Science Park 
of Harbin Institute of Technology, China. It is a typical office 
environment and the total length of the target corridor is 57 
meters. The floor plan is illustrated in Fig. 2, and we took 
database images at the blue points and collect user images at 
the red ones. 

 
Fig. 2. Experiment floor plan of the office 

To verify the proposed eight-point algorithm with feature 
clouds, we test it in a mall with a complex and changeable 
environment. The floor plan and acquisition route are shown 
in Fig. 3. 

 
Fig. 3. Experiment floor plan of the mall 

B. Proposed Retrieval Method Simulation Results 
To analyze the rough retrieval method, we upload each 

image in the UKB dataset and process the rough retrieval to 
get k matching images among the rest 475 images. There are 
only 3 correct images in the dataset, if the match result 
contains more than 2 correct images, it can be seen as a 
successful matching. And we change k to test the retrieval 
performance of GIST rough matching and Bag-of-Visual-
Word rough matching. And the accuracy result is provided in 
Fig. 4. 

 
Fig. 4. Accuracy rate of rough retrieval 

As shown in Fig. 4, when the acquired number of images 
k = 9, the proposed method has achieved an accuracy of over 
80%. Compared to the traditional GIST method, its accuracy 
rate improves by nearly 15%. So the proposed method could 
effectively improve retrieval accuracy and efficiency. Besides, 
we test the location performance in the office environment and 
the results are shown in Table I. 

TABLE I.  LOCALIZATION PERFORMANCE 

Method 

Localization Performance  

Localization error 

(CDF=80%)(m) 
Average 
error(m) 

Average 
time(s) 

Proposed method  0.555 0.567 0.26 

GIST+RANAC 0.723 0.845 0.38 

GIST+SUEF 0.830 0.998 0.33 

From Table I, we know that the positioning accuracy and 
efficiency of bag-of-visual-word are superior to the GIST 
matching. And our proposed hierarchical image retrieval 
algorithm cuts down the location error by 43% and shortens 
positioning time by over 20% compared to the traditional 
GIST and SURF image retrieval algorithm.  

C. Proposed Eight-point Algorithm with Feature Clouds 
In order to discuss the accuracy of solving fundamental 

matrix, we use iErr  to express the calculation error which 
could be defined as: 

 TFi i iErr  x x  (22) 

where ix  and ix  denote the ith pair of SURF matching points 
of database image and user image in the corresponding pixel 
coordinate. 

01 03 05 07 09 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 67 69 71 73 75 77 79 81 83

02 04 06 08 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 52 54 56 58 6050 62 64 66 68 70 72 74 76 78 80 82 84

01 03 05 07 09 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 67 69 71 73 75 77 79

02 04 06 08 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 52 54 56 58 6050 62 64 66 68 70 72 74 76 78 80
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And we take the image extracted with SURF features 
shown in Fig. 5 as an example and calculate its iErr  as shown 
in Fig. 6. 

 

Fig. 5. Scene and SURF features of the mall 

 
Fig. 6. Positioning error 

As seen in Fig. 6, for most matching points in Fig. 5, the 
error of the fundamental matrix solved by our proposed 
method is less than the method in [12]. What’s more, we test 
location accuracy in the mall of Fig. 3 and the result is given 
in Fig. 7. 

 

Fig. 7. Positioning error 

From Fig. 7, we know that the proposed method can 
significantly improve location accuracy. It is worth noting that 
the CDF of 1 meter would increase to 80% if our method is 
used. And the CDF between 1 meter and two meters has been 
improved significantly. Therefore, our proposed method has a 
critical effect to improve the positioning accuracy while the 
error of solving the fundamental matrix is reduced. 

V.  CONCLUSION 
In order to enhance the real-time performance and 

accuracy of image retrieval of visual positioning systems and 
improve the robustness of location estimation, we propose a 
hierarchical image retrieval method based on Bag-of-Visual 
Word and an eight-point algorithm with feature clouds for 
position estimation. The key parts of the proposed method are 
to replace global feature rough retrieval with Bag-of-Visual 
Word and consider the overall matching property of feature 
points. We test the proposed method in office and mall 
environments, and the experimental results show good 
performance in terms of real-time performance and 
localization accuracy. 
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