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Abstract—In the pilot-based channel estimations, a large number
of pilot signals enable an improvement in the channel estimation
accuracy but force a decrease in the data transmission efficiency.
Therefore, the pilot pattern design schemes on the resource grid
have been researched to achieve high channel estimation accuracy
with a small number of pilot signals. In the conventional scheme
for pilot pattern design, the autoencoder which enables discrete
feature selection is utilized to design pilot patterns for Vehicular-
A channels. However, the pilot pattern for other channels is
not reported, and it is not clear whether this scheme has good
performance compared to uniform pilot patterns. In this paper, we
derive the pilot patterns for Clustered Delay Line (CDL) channels
specified in the 5th Generation Mobile Communication System
(5G) standard using the autoencoder-based pilot pattern design
scheme. We also derive the pilot patterns for CDL-A and CDL-
D, which model respectively NLOS (Non-Line-of-Sight) and LOS
(Line-of-Sight) environments, with different three speeds of User
Equipment (UE). Through computer simulation, we show that the
autoencoder-based pilot patterns improve the channel estimation
accuracy compared to the uniform pilot pattern.

Index Terms—Channel Estimation, Deep Learning, Feature Se-
lection

I. INTRODUCTION

In wireless communications, accurate downlink channel state
information (CSI) is needed to improve the quality of com-
munications for users and estimate the transmitted symbols
from the received symbols. In frequency division duplex (FDD)
systems, which enable to improve the coverage and reduce the
interference, the reciprocity of the uplink and downlink channels
does not exist. Therefore, the downlink channel estimation at
the user equipment (UE) is regarded as one of the essential
components for FDD systems [1]. In general channel estimation
methods, the pilot signals which are known between the trans-
mitter and the receiver are used. A large number of pilot signals
improve the accuracy of channel estimation but degrades the
data transmission efficiency because the pilot signals consume
wireless resources without useful information transmission [2],
[3]. Therefore, not only accurate channel estimation but also
the informative pilot design is important to reduce the pilot’s
overhead while keeping the channel estimation accuracy [4],
[5].

Regarding pilot pattern design, in [6], the pilot pattern design
scheme using the concrete autoencoder (CAE) [7], that enables
discrete feature selection, was proposed, and pilot patterns

that improve the channel estimation accuracy was derived for
Vehcular-A channels. However, the pilot pattern for other chan-
nels is not reported, and it is not clear whether this scheme has
good performance compared to uniform pilot patterns.

In this paper, we derive the CAE-based pilot pattern for a
cluster delay line (CDL) channel specified in the 5th Gener-
ation Mobile Communication System (5G) standard [8]. We
also derive the pilot patterns for CDL-A and CDL-D, which
model respectively Non-Line-of-Sight (NLOS) and Line-of-
Sight (LOS) environments, with different three speeds of UE
(User Equipment). Through computer simulation, we show that
the CAE-based pilot patterns improve the channel estimation
accuracy compared to the uniform pilot pattern. We also evaluate
the pilot pattern and channel estimation accuracy based on the
existence of LOS paths and the speed of UE. As a result, we
also show the CAE-based pilot patterns improve the channel
estimation accuracy compared to the uniform pilot pattern in
both NLOS and LOS environments with three UE’s speeds.

The rest of this paper is organized as follows. In Section
II, we present the system model and the traditional channel
estimation schemes. In Section III, we introduce the CAE-based
pilot pattern design scheme used by this research. Section IV
provides the simulation results, and Section V concludes this
paper.

II. SYSTEM MODEL

Fig. 1 shows the system model. We consider that BS and UE
are equipped with a uniform rectangular array (URA) with Nt

antenna elements and Nr antenna elements, respectively. The
transmitter and the receiver utilize OFDM over M subcarriers.
The pilot domain length along the time grid is K time slots.
The observed signal of the receiver side at the m th subcarrier
and the k th time slot y[m, k] ∈ CNr×1 can be modeled as,

y[m, k] = H[m, k]·x[m, k]+n[m, k] (m ∈ [1, M ], k ∈ [1, K])
(1)

where H[m, k] ∈ CNr×Nt and x[m, k] ∈ CNt×1 denote
the MIMO downlink fading channel at the m th subcarrier
and the k th time slot and the transmitted OFDM symbol.
n[m, k] ∈ CNr×1 is the complex additive white Gaussian noise
(AWGN) at the m th subcarrier and the k th time slot, and
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n[m, k] ∼ CN (0, σ2
n) with variance σ2

n, which is independent
across subcarriers and time slots.

Fig. 1. The system model.

In the pilot-based channel estimation, the received signal at
the pilot location (mp, kp) can be re-modeled as,

y[mp, kp] = H[mp, kp] · x[mp, kp] +n[mp, kp], (mp, kp) ∈ Ωp

(2)
where x[mp, kp] is the pilot signal at the pilot location (mp, kp).
Ωp is the collection of all the pilot locations, and Np = |Ωp|
is the number of pilot locations. In least square (LS) and
minimum mean squared error (MMSE) estimation with eq.
(2), the estimated channel at the pilot locations can be given
respectively as [11],

hLS [mp, kp] = y[mp, kp] · x+[mp, kp] (3)

HMMSE [mp, kp] = RHHLS · R−1
HLS ·HLS [mp, kp] (4)

where RHLS and RHHLS denote the autocorrelation matrix of
HLS [mp, kp] and the cross-correlation matrix between the true
channel matrix and the temporary channel matrix achieved by
the LS estimation.

III. PILOT DESIGN SCHEME USING CONCRETE
AUTOENCODER

Fig. 2 shows the CAE architecture, which consists of a
concrete selector layer as the feature selection layer and a
decoder neural network (NN) as the reconstruction function.
CAE is an autoencoder whose latent variables u selected by
a concrete selector layer follow a categorical distribution. A
concrete selector layer has k neurons, and the number of nodes
k, which also represents the number of latent features, is user-
specified. The details of training the CAE is shown in Algolithm
1. The weight vector m(i) ∈ Rd×1 for the neuron i of the
concrete selector layer follow the Concrete distribution, which
is defined by the random variables of the categorical distribution
α(i) and the temperature parameter T [9]. In training, the
random variables of the categorical distribution α(i) and the
weight of the decoder θ. Finally, the temperature parameter T
becomes 0, and the weight vector m(i) also becomes one-hot
vector. This CAE training algorithm enables the discrete feature
selection

Fig. 3 shows the CAE-based pilot pattern design network
[6]. The pilot pattern design network learns the pilot locations
and the interpolation network to estimate the channel response
in all of the resource grids from the LS channel estimates
with high accuracy In detail, the selector layer which enables

Fig. 2. The concrete autoencoder (CAE) architecture.

Algorithm 1 : The pseudocode training the concrete autoen-
coder.
Input:

X ∈ Rn×d: training dataset k: the number of selected features,
fθ(·); θ: decoder network,
λ: learning rate, B: the number of epochs, T0: initial temprature, TB : final
temprature

Initialize:
α(i): small positive values for 1 ≤ i ≤ k
θ: a standard initialization for the decoder network

for b ∈ [1, B] do
Let T = T (b) = T0(TB/T0)b/B

for i ∈ [1, k] do
Sample the weights of selector layer m(i)

Let the latent variable U (i) = X ·m(i)

end for
Define the latent variable matrix U ∈ Rn×k by concatenating

U(1), · · · ,U (i) · · ·U (k)

Compute the loss L = ||fθ(U ; θ)−X||2
Compute the gradient of the loss with regard to θ using back propagation
Compute the gradient of the loss with regard to α(i) using the reparam-

eterization trick
Update the parameters θ ← θ − λ∇θL and α(i) ← α(i) − λ∇α(i)L

for 1 ≤ i ≤ k
end for

Output:
fθ∗ : trained reconstruction network, α(i): trained concrete parameter
M∗ = [m(1), · · · ,m(i), · · · ,m(k)] ∈ Rd×k: weight of trained reduction
network

the discrete feature selection learns the pilot locations which
contribute to the channel estimation accuracy as features. That
is to say, the number of the concrete selector layer’s neurons k,
which represents the number of dimensions of the latent space,
equals the number of pilot signals Np. The decoder which is
the reconstruction function learns the relation between the LS
channel estimates and the perfect channel response in all of the
resource grids.

IV. SIMULATION RESULTS

A. Simulation Specifications

In this section, we show the proposed pilot patterns for CDL
channels derived by CAE and evaluate the channel estimation
accuracy of the CAE-based pilot patterns and the uniform
patterns. The parameters of the wireless environment are listed
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Fig. 3. The CAE-based pilot pattern design network.

in Table I. To evaluate the performance of the CAE-based pilot
pattern design scheme for the CDL channel, we consider a
single-input single-output (SISO) system, in which both a BS
and a UE have a single isotropic antenna. The CDL-A and
CDL-D channels are modeled as NLOS environments and LOS
environments, respectively. The uplink and downlink carrier
frequencies are 2.0 GHz and 2.1 GHz, respectively. The number
of subcarriers M equals 72, and the subcarrier spacing (SCS)
is set as 15 kHz. The number of pilot domain’s time slots K
equals 14, so the size of the time-frequency resource grid is set
as 72× 14.

The parameters of training NN are listed in Table II, and Fig. 4
shows the structure of the CAE’s decoder. To train the network,
we generated the 180,000 noisy channel samples for training,
which covers the SNR of −3 to 30 dB with 3 dB step size to get
enough performance with a single network for a wide range of
SNR. In other words, the training dataset contains 15,000 noisy
channel samples at 12 different SNRs. The validation dataset
consists of about 4,000 noisy channel samples selected randomly
from a dataset containing 40,000 noisy channel samples. The
SNR of the validation noisy samples is set to 30 dB as the
target SNR. The testing dataset contains 100,000 samples at the
SNR of −5 to 30 dB with 5 dB step size. In the test, the testing
dataset is divided into ten parts randomly, and the average of
mean squared error (MSE) for each part is used as a result. For
the decoder of the CAE, we have used three dense layers with
LeakyReLU(0.2) activation and Dropout(0.1).

We use the MSE as the channel estimation accuracy, defined
by

MSE =
1

MKND

ND∑
d=1

||H(d)
ideal − Ĥ(d)||22 , (5)

where ND denotes the size of the test dataset. Moreover, to
investigate the bias of the allocated pilots on the resource grid,
we use the mean and standard deviation of the distance between
pilots along the frequency (subcarriers) axis and the time (time
slots) axis, respectively.

B. Evaluation

Fig. 5 shows the pilot patterns for CDL-A and CDL-D
channels with v = 50 km/h. Table III provides the mean and
standard deviation of the distance between pilots for the CDL-
A and the CDL-D channels with v = 50 km/h. In Table III,
the elements represent (mean distance, standard deviation of
the distance). The pilot signals for CDL-D are allocated more
equally on the resource grid than for CDL-A. According to Table
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Fig. 4. The decoder network of CAE.

TABLE I
THE PARAMETERS OF CHANNELS.

Parameter Value

Channel model CDL-A / CDL-D

Carrier Frequency (uplink) 2.0 GHz

Carrier Frequency (downlink) 2.1 GHz

The number of subcarriers M 72

Subcarrier spacing 15 kHz

The number of pilot domain’s time slots K 14

Antenna elements isotropic

The number of transmit antennas Nt 1

The number of receive antennas Nr 1

The number of pilots Np 8, 16, 48

Speed of UE v 4, 50, 80 km/h

TABLE II
THE PARAMETERS FOR TRAINING THE NEURAL NETWORK.

Parameter Value

Size of training dataset 180,000

Size of validation dataset about 4,000

Size of testing dataset M 100,000

Learning rate 0.001

The number of epochs 100

Batch size 128

Loss function mean squared error

Optimizer Adam

III, the mean pilot distance and the standard derivation of the
distance along the subcarrier axis for CDL-A is larger than those
for CDL-D, respectively. It is thought that this is because the
frequency response of the CDL-A channels varies more than
that of the CDL-D channels.

Figs. 6 and 7 show the MSE for CDL-A and CDL-D channels
with the speed of UE v = 50 km/h, respectively. In both CDL-
A and CDL-D channels where the SNR was higher than 5 dB,
the CAE-based pilot pattern improves the MSE compared to the

78



Fig. 5. The pilot patterns for CDL-A and CDL-D channels with v =
50 km/h (Np = 48).

TABLE III
THE MEAN AND STANDARD DEVIATION OF THE DISTANCE BETWEEN

ALLOCATED PILOTS FOR CDL-A AND CDL-D (Np = 48 ). THE ELEMENTS
REPRESENT (MEAN DISTANCE, STANDARD DEVIATION OF THE DISTANCE).

along subcarrier axis along time-slot axis

CDL-A (16.75, 15.91) (4.140, 3.044)

CDL-D (13.79, 11.25) (4.909, 3.528)

uniform pilot pattern for any number of pilots. In addition, the
improvement in MSE due to the increase in the number of pilots
is greater for the CDL-A channel than for CDL-D channel.

Figs. 8 and 9 show the derived pilot pattern for CDL-A
and CDL-D channels respectively with the speed of UE v =
4, 50, 80 km/h. Figs. 10 and 11 show the MSE of CAE-based
and uniform pilot patterns for the CDL-A and CDL-D channels
respectively with the speed of UE v at SNR = 30 dB. Tables
IV and V list the mean and standard deviation of the distance
between pilots for CDL-A and CDL-D channels respectively
with v = 4, 50, 80 km/h. In Tables IV and V, the elements
represent (mean distance, standard deviation of the distance).
According to Tables IV and V, compared with the uniform pilot
pattern, in the derived pilot patterns for CDL-A channels, the
mean distance between pilots along the subcarrier axis is large,
and the mean distance between pilots along the time-slot axis
is small. According to Fig. 10 and 11, the CAE-based pilot
pattern improves the MSE of channel reconstruction even in
environments with any speed of UE.

Considering the results of the MSE and the pilot pattern
analysis, the pilot patterns that improve the MSE for both
the CDL-A and the CDL-D channels are the patterns where
the pilot distance along the subcarrier axis is large, and the
pilot distance along the time-slot axis is small. In the case
of the CDL-A channels, as the speed of UEs increases, the
mean pilot distance along the subcarrier axis is small, and that
along the time-slot axis is large. Therefore, more dense pilot

Fig. 6. MSE vs. SNR of CDL-A channel with v = 50 km/h.

Fig. 7. MSE vs. SNR of CDL-D channel with v = 50 km/h.

TABLE IV
THE MEAN AND STANDARD DEVIATION OF THE DISTANCE BETWEEN

ALLOCATED PILOTS FOR THE CDL-A CHANNELS WITH v = 4, 50, 80 km/h
(Np = 48 ). THE ELEMENTS REPRESENT (MEAN DISTANCE, STANDARD

DEVIATION OF THE DISTANCE).

along subcarrier axis along time-slot axis

v = 4 km/h (18.70, 15.49) (2.700, 1.735)

v = 50 km/h (16.75, 15.91) (4.140, 3.044)

v = 80 km/h (15.60, 14.21) (5.667, 3.197)

Uniform (6.000, 0.000) (7.000, 0.000)

patterns along the subcarrier axis are derived as the UEs’ speed
increases. On the other hand, in the case of the CDL-D channels,
comparing small UE’s speed (v = 4 km/h)) and large UE’s
speed (v = 50, 80 km/h)), the mean pilot distance along the
subcarrier axis and the time-slot axis is large in large UE’s speed
situation.

V. CONCLUSION

In this paper, we have derived the pilot patterns for the
CDL channels using the autoencoder-based pilot pattern design
scheme. In this scheme, the autoencoder called CAE, which
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Fig. 8. The pilot patterns for the CDL-A channels with v =
4, 50, 80 km/h (Np = 48)

Fig. 9. The pilot patterns of the CDL-D channels with v =
4, 50, 80 km/h (Np = 48 ).

TABLE V
THE MEAN AND STANDARD DEVIATION OF THE DISTANCE BETWEEN

ALLOCATED PILOTS FOR THE CDL-D CHANNELS WITH v = 4, 50, 80 km/h
(Np = 48 ). THE ELEMENTS REPRESENT (MEAN DISTANCE, STANDARD

DEVIATION OF THE DISTANCE).

along subcarrier axis along time-slot axis

v = 4 km/h (12.03, 11.55) (3.625, 2.546)

v = 50 km/h (13.79, 11.25) (4.909, 3.528)

v = 80 km/h (13.26, 11.62) (4.636, 3.227)

Uniform (6.000, 0.000) (7.000, 0.000)

enables the discrete feature selection, is utilized for the pilot
pattern design. In the training phase, we set the target SNR for
the validation data and define the validation loss for the data
of the target SNR to exploit the pilot pattern adapted to various
noisy environments. Simulation results show that the CAE-based
pilot pattern improves channel estimation accuracy compared
to the uniform pilot pattern. We also derive and evaluate the
pilot patterns and their channel estimation accuracy based on
the existence of LOS paths (CDL-A or CDL-D) and the speed
of UE (v = 4, 50, 80 km/h). As a result, for the speed of
UE v = 4, 50, 80 km/h in both the CDL-A channel and
the CDL-D channel, we also show that the CAE-based pilot
pattern improved the channel estimation accuracy compared to
the uniform pilot pattern.
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