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Fig. 1: Real-time haptic interaction between two physically distant users within the same VR environment

Abstract—Physical touch, a fundamental aspect of human
social interaction, remains largely absent in real-time virtual
communication. We present a haptic-enabled multi-user Virtual
Reality (VR) system that facilitates real-time, bi-directional
social touch communication among physically distant users. We
developed wearable gloves and forearm sleeves, embedded with
26 vibrotactile actuators for each hand and arm, actuated via
a WiFi-based communication system. The system enables VR-
transmitted data to be universally interpreted by haptic devices,
allowing feedback rendering based on their capabilities. Users
can perform and receive social touch gestures such as stroke,
pat, poke, and squeeze, with other users within a shared virtual
space or interact with other virtual objects, and they receive
vibrotactile feedback. Through a two-part user study involving six
pairs of participants, we investigate the impact of gesture speed,
haptic feedback modality, and user roles, during real-time haptic
communication in VR, on affective and sensory experiences,
as well as evaluate the overall system usability. Our findings
highlight key design considerations that significantly improve
affective experiences, presence, embodiment, pleasantness, and
naturalness, to foster more immersive and expressive mediated
social touch experiences in VR.

Index Terms—Multi-user Virtual Reality, Social Touch, Vibro-
tactile, Wearables, Haptic devices

I. MOTIVATION

The COVID-19 pandemic and the resulting need for social
distancing [1]–[4] significantly accelerated the adoption of
social Virtual Reality (VR) as a medium for virtual commu-
nication. Applications such as virtual meetings and negotia-
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tions [5]–[8] have demonstrated the potential of VR to improve
convenience and productivity in human interaction. However,
these virtual environments often struggle to effectively convey
social intentions [9], [10], particularly non-verbal behaviors,
which are estimated to have five times the impact of verbal
communication on expressing emotional connections [11].
This limitation is particularly pronounced in the absence of
physical touch – a critical element of human interaction that
fosters social bonding and connection [12], [13].

Physical touch is an evolutionarily fundamental mode of
interaction [14], fulfilling an innate human need for social
contact. Mediated touch, which uses technology to replicate
touch sensations in remote settings, has gained considerable
attention in recent years [15], [16]. The growing interest has
been further fueled by the emergence of the Metaverse, a
conceptual framework for an integrated, immersive ecosystem
where the boundaries between the virtual and real worlds are
seamless [17], [18]. The Metaverse seeks to improve the psy-
chological and emotional engagement of users, highlighting
the importance of replicating the social presence and emo-
tional connection in real-world and virtual environments. The
increasing need for remote social interaction and the evolution
of the Metaverse underscore the need to integrate mediated
touch into virtual communication systems. Such technologies
must not only provide a sense of presence, but also enable
the authentic transmission of social intentions and emotions.
However, substantial challenges remain in accurately and ef-
fectively transmitting genuine emotions and intentions through
mediated touch platforms [15].
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This paper presents a multiplayer VR application supporting
up to 16 geographically distributed users, enabling real-time
social interaction with their avatars as well as collaboration
with other virtual objects in a shared virtual space. Haptic
feedback corresponding to the interactions is rendered through
26 vibrotactile actuators or Eccentric Rotating Mass (ERM)
motors distributed across each hand and forearms. The appli-
cation can be used on Meta VR headsets and uses a WiFi-
based communication system. It is designed to ensure that the
data transmitted from VR can be universally interpreted by
various haptic devices, to render feedback in accordance with
their specific rendering capabilities.

A. Affective Touch Technology

Efforts to develop devices capable of rendering affective
haptic stimuli have explored various mechanisms and body
sites, with several approaches targeting specific use cases like
social touch communication, affective messaging, enhancing
multimedia experiences, among others [19]–[25]. Many de-
vices focus on the forearm due to the ease of mounting
actuators and the appropriateness of this location for social
touch [26]. The modalities leveraged by these systems, in-
cluding vibration [27]–[31], slow or static pressure cues [32],
force [33], or temperature [34], determine how realistic and/or
expressive the affective touch is. Their actuation techniques,
such as linear actuators [35], pneumatic actuators [36], voice
coil actuators [37], [38], and mid-air [34], determine scalability
and wearability of the device. Vibrational illusions [39]–[41],
in particular, offer versatility, enabling arbitrary continuous
movement patterns, including in two-dimensions [30], [31],
making them well-suited for reproducing social touch. Efforts
to enhance mediated touch have focused on enriching the
range of emotions and sensations conveyed [20]. However,
attempts to create more authentic reproductions of social touch
often encounter trade-offs, including limitations in versatility,
latency, and bulkiness compared to vibratory approaches.

A recent study [31] introduced a novel vibrotactile arm-
band system that leverages phantom illusion and parametric
design to render affective touch patterns on the forearm,
which supports live rendering and automatic generation of
touch patterns. However, the system would require a sensor
armband to capture and recognize the touch patterns before the
touch parameters are transmitted and rendered on the receiver
armband. This would still not enable seamless, naturalistic
feedback for the toucher in virtual environments, when they
perform the gestures directly with their hands on the touchee.
Sensors and communication play a critical role in mediated
social touch, as they determine the fidelity of feedback and its
emotional interpretation. High-quality sensors enable precise
capture of input gestures like squeezes or strokes [42], while
effective communication systems ensure accurate transmission
of these gestures to the receiver, adhering to the intended affec-
tive intent [43]. Previous approaches to two-dimensional touch
pattern reproduction have often been based on recordings of
real touches [28], [37], [44]. Touchers aim to convey specific
emotions such as delight, anger, or relaxation through tailored

gestures like squeezing or stroking [45], [46], and the type of
gesture often correlates with the intended valence and arousal
of the emotion [42].

To further enhance the authenticity of mediated social touch,
it is important to integrate visual information, since body
language is a vital component of non-verbal communica-
tion [47]. Incorporating visual cues, such as gestures, postures,
or facial expressions, together with haptic feedback, could
create richer, more holistic representations of social inter-
actions [48]. Visual information significantly influences the
perception of affect and intention during communication [49],
[50]. Thus, combining visual and haptic modalities offers a
promising avenue to bridge the gap between mediated and
naturalistic social interactions, enabling a more immersive and
emotionally expressive experience.

B. Social Touch in Virtual Reality

Modern VR technology has demonstrated the ability to in-
duce a strong illusion of virtual body ownership, often referred
to as a sense of embodiment [51]–[56]. This phenomenon
allows users to perceive interactions with their virtual body as
if they were occurring with their physical body. For instance,
observing one’s virtual body being touched or interacting with
another avatar can elicit reactions akin to those experienced
during physical touch in the real world [57], [58]. Studies
further indicate that technologically mediated social touch
can evoke physiological, emotional, and behavioral responses
comparable to real-world touch [15], [59], [60].

Research into social touch in VR categorizes findings
based on the type of interaction partners (human-human vs.
human-agent) and the direction of the touch (participant-
initiated vs. participant-received). Rendering touch using ar-
tificial hands were shown to enhance human-likeness in
avatars [61] (human-agent, receiving touch), while force-
feedback devices revealed variations in touch force strength
and duration based on a virtual agent’s characteristics, touch
location, and participant factors like sex and anti-fat atti-
tudes [62], [63] (human-agent, initiating touch). These findings
align with results from face-to-face studies in this field [64],
[65], suggesting similar underlying behavioral dynamics. The
perceived appropriateness and erogeneity of visual-only virtual
touch on different zones of an embodied avatar (human-agent,
receiving touch) [66] were influenced by factors like touch
location, sex of the touching avatar and the participant, and the
participant’s sexual orientation. The role of touch in economic
decision-making (human-agent, receiving and initiating touch)
reported no effect of touch on compliance behavior [67], in
contrast to previous findings in VR settings involving human-
agent interactions and receiving touch [68], [69]. The percep-
tion of virtual touch supported by tactile feedback (human-
agent, receiving) was found to be modulated by the facial
expressions of virtual agents as well as individual differences
related to the participants’ sex [70]. Haptic feedback via
ultrasonic arrays and silicone hand was also found to enhance
the affective perception of the toucher (human-agent, initiating
touch) during social touch [71].
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For human-human initiating and receiving interactions, there
has been significant research into replicating remote hand-
shakes in virtual environments using a robot to provide the
haptic feedback [72]–[74]. These systems facilitate remote
communication [75]–[77], especially by incorporating tactile
modalities to achieve multimodality [78]. Haptic feedback
devices have also been developed to provide remote handshake
sensations [79]–[82].

Emotional responses to social touch in a two-user VR
scenario (human-human, receiving and initiating) were in-
vestigated in [83], highlighting how factors like intimacy,
touch direction, and participant sex influence these reactions.
Although emotional responses mirrored those of physical
touch, the study relied on minimal haptic feedback, using a
simple vibration from a Vive VR controller for the person
initiating touch (toucher) only. In [84], vibrotactile feedback
provided to a user’s shoulder (touchee only) in multi-user
VR (human-human, receiving) did not increase willingness to
engage in embarrassing social situations; however, it enhanced
the perceived realism of touch, emphasizing the importance of
tactile cues in virtual interactions. A more recent study [85]
(human-human, receiving and initiating) explored the effects
of vibrotactile feedback on Autonomous Sensory Meridian
Response (ASMR) experiences in a two-person VR environ-
ment. The findings showed that vibrotactile feedback enhances
relaxation, comfort, and enjoyment while increasing avatar
embodiment and immersion. In this case, only the touchee
(viewer) received tactile feedback through a bHaptics vest,
arm, and gloves, while the toucher (ASMRtist) did not.

This review highlights that previous studies have rarely
examined emotional responses in direct human-to-human in-
teractions within a receiving-and-initiating setting, where real-
time haptic feedback is provided simultaneously to both the
toucher and the touchee in VR. Most existing research has
focused on aspects such as the haptic experience of touch,
touching behavior, and behavioral responses. To the best of
our knowledge, no VR application utilizing devices from the
aforementioned works has been developed to enable live, real-
time multi-user human-to-human mediated touch. Specifically,
systems capable of providing multi-point haptic feedback for
both the toucher and the touchee, allowing them to convey
or receive emotions or perform gestures such as stroking,
patting, or poking in VR, have not yet been demonstrated or
systematically studied.

C. Research Questions and Contributions

A two-part experimental study was conducted to address
three primary research questions: RQ1: How effectively can
users convey social touch gestures remotely through the VR
system with and without tactile feedback? RQ2: What are
the affective and sensory experiences associated with remote
social touch gestures, both from the perspective of the ini-
tiator (toucher) and the recipient (touchee) in real-time VR
interactions? RQ3: How does the VR system perform in
terms of usability, user embodiment, sense of presence, and
cybersickness?

In this paper, our major contributions are:
• Design and implementation of collision detection algo-

rithms to generate distributed haptic feedback for inter-
actions:

– Between virtual avatars and virtual objects.
– Between virtual avatars during direct interaction.

to both the “toucher” and the “touchee”, limited to
hands and forearms only, in a standalone multiplayer
VR application supporting up to 16 users from different
geographical locations

• A standalone implementation deployable directly on Meta
Quest VR headsets, and device-agnostic compatibility
with any tactile device via WiFi communication

• Investigation of the ability and affective perception of
initiating and receiving remote social touch in real-time
in our VR application with and without haptic feedback
through the developed wearable vibrotactile glove and
sleeve

II. SYSTEM DESIGN

A. Multiplayer VR Environment

We developed our multi-user VR system using Unity 3D,
targeting the Meta Quest headsets for rendering. Our system
supports both controller inputs and hand tracking, leveraging
Meta’s hand tracking technology. For avatar representation,
we use Meta’s Avatar SDK, which allows users to select and
customize their avatars. We integrated Photon Fusion, a high-
performance networking engine that supports seamless syn-
chronization and networked physics, for real-time multiplayer
interactions. Photon Fusion enables multiplayer capabilities
and provides built-in voice chat functionality, so users can
communicate verbally within the virtual environment.

Multiple users can join our virtual space from different
physical or geographical locations, provided that they have
the application on their headset and a stable internet con-
nection. The VR application we developed is designed to
be a standalone application on the Meta headsets and can
also be run in Quest Link or Air Link modes. The VR
environment is designed as a simple room that contains a
table with various interactable objects that all players can
manipulate collaboratively or individually. The main aim of the
VR application is to facilitate multi-user human-human social
touch. Users are free to navigate the scene either by physically
moving within their play area or using the controller’s joystick
for locomotion if physical space is limited. Our multiplayer
mode can host up to 16 players simultaneously.

B. Collision Information

In our VR setup, avatar collisions are detected using a sys-
tem of colliders attached to spherical structures that represent
joints on the avatar. These spheres, distributed based on the
number of actuators in our haptic device, allow for a tailored
mapping of tactile feedback. If another device can support a
higher tactile resolution/contact points, then there is always
an option to add more depending on the number of actuation
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Fig. 2: (A) Glove and sleeve with 26 ERMs, (B) Control unit
consisting of 2 stacked PWM shields, an Arduino Uno R4
WiFI, and an integrated power bank, (C) Spatial arrangement
of actuators across the hand and forearm when the glove and
sleeve are worn.

points of the device. The developed glove incorporates 14
ERMs across the hand, inspired by the design principles
outlined in [86], and 12 ERMs across the lower arm (6
dorsal, 6 volar) inspired by the design principles in [87] to
ensure continuous, smooth, pleasant motion. These actuators
are placed to align with neurological aspects, particularly
focusing on the fast-adapting Pacinian corpuscles in the fingers
and palm, which are highly responsive to vibrations. Following
the approach in [86], actuators are distributed to balance device
mobility, power consumption, and user comfort, ensuring a
functional and unobtrusive wearable device.

Each finger is equipped with two actuators, one at the
fingertip or just above the distal interphalangeal joint, and
another just below the proximal interphalangeal joint. Four
actuators are placed on the palm, with two below the metacar-
pophalangeal joints of the index and pinky fingers, one near
the carpometacarpal joint, and one just above the wrist joint.
Placing a vibration motor in the center of the palm was
avoided, as it may not maintain contact with the skin in certain
hand postures [88]. The forearm contains six actuators each on
the dorsal and ventral sides, spanning a 14 cm distance; this
spacing was based on prior work in [87] that delivers smooth
pleasant strokes on the forearm by a continuous illusory
motion on a discrete vibrotactile array. There are a total of 26
ERM actuators distributed across each hand (14) and forearm
(12), as shown in Figure 2, creating 52 ERMs in total for each
user (left and right hands combined).

We control the ERM actuators using Pulse Width Modulated
(PWM) signals, which correspond to the amplitude or intensity
of the vibration. These signals were optimized in an initial
pilot study involving 8 participants. This optimization aimed
to ensure that the vibrations effectively conveyed the desired

information while remaining pleasant at the same time. Two
key parameters were accounted for: (1) user comfort, as pro-
longed exposure to continuous vibrations was anticipated, and
(2) perceptual variability, ensuring the range was sufficiently
wide to allow users to reliably perceive changes in vibration
intensity based on the desired information conveyed.

Our algorithm for detecting and encoding collision infor-
mation for haptic feedback operates as a two-stage process.
In addition to simply identifying the occurrence of a collision
(binary yes/no), the algorithm encodes quantitative informa-
tion about the degree of contact, specifically the amount or
distance penetrated into a virtual object. The data sent to each
microcontroller consists of a string containing the actuator
ID, indicating which actuator should be actuated, alongside
collision information that prompts actuation of the specified
actuator via the ID. This collision information consists of the
Penetration Depth Information (PDI), the contact normal, and
a flag that indicates if a collision occurred for the first time.
For the remainder of this paper, PDI that is sent over to the
microcontroller will be defined as the difference between the
maximum possible penetration distance and the distance from
the point of initial contact on the surface of the object, as
shown in Figure 3b.

Each sphere in arrays on the hand and arm is equipped with
colliders and tagged to distinguish them from other colliders
that do not belong to the spheres specifically attached to the
avatar. Upon initial contact with any other collider, we send
the collision information to the microcontroller with the PDI
set to 0, and set the flag variable to 1 or “true”. This indicates
that it is a first-time contact. For our wearable device, the
ERM corresponding to the colliding sphere is programmed to
produce a short, sharp vibration pulse at the maximum possible
amplitude, providing a tactile “click” sensation that signals
the beginning or making of contact. This feature allows users
to feel a discrete, high-amplitude pulse upon tapping. If the
sphere continues to remain in contact, The flag variable is set
to 0 or “false” immediately after, indicating that it is no longer
first contact.

Interacting with Virtual Objects: When the user touches a
virtual object (which is not a sphere attached to the avatar), if
the sphere continues to remain in contact with the collider
without pressing further, the PDI is sent as the difference
between the maximum possible penetration distance and the
distance from the initial contact point on the surface of the
object that the sphere collides with. The corresponding ERM
begins a continuous vibration but at a reduced amplitude (12%
duty cycle for the hand, 24% duty cycle for the arm). As the
user presses into the collider, the vibration amplitude increases
linearly as the PDI decreases. The vibration amplitude is
highest (25% duty cycle for the hand and 50% for the arm)
when the maximum possible penetration distance is reached
(i.e. when PDI is 0). Each virtual object in the VR scene
has a predefined stiffness, which determines the maximum
penetration distance: higher stiffness correlates with a shorter
maximum penetrable distance. Once this maximum possible
penetration depth is reached, the ERM maintains the highest
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(a) Stills from the VR showing: (A) Spheres attached to the hands and
lower arms to detect collision, (B) Visual representation of touch interactions
between the hand and forearm. The spheres are not shown to users when
they are (C), (D) interacting with each other in VR, and (E) with other virtual
objects in the VR environment

(b) Sphere Colliding with a Virtual Object, where r: radius
of sphere, Sp: distance from point of initial point of contact
on surface of object, D: maximum penetrable distance, PDI:
Penetration Depth Information; Green dot: center of sphere,
Red dot: first point of collision of sphere with virtual object

Fig. 3: Visualization of the VR environment interactions and collision dynamics

vibration amplitude, reflecting the resistance of stiffer objects.
If the virtual object is “grabbable” in the virtual environment

and the algorithm detects the user performing a “grabbing”
action, such as picking up the object or holding it in their hand,
rather than merely pressing against it while it remains static,
the haptic feedback transitions accordingly. Following the
initial “click” sensation, the vibration amplitude is gradually
reduced until it reaches a minimal level (12% duty cycle for
the hand). This gradual attenuation of vibrations provides the
user with the sensation of holding or grasping the object while
mitigating discomfort or unpleasantness caused by prolonged
continuous high-intensity vibrations.

Interacting with other Avatars: Each avatar has spheres
attached to their fingers and forearms, corresponding to the
ERMs, which serve as the points of interaction. The radius of
the spheres attached to the fingers are smaller in comparison
to those across the forearm. On the forearm, larger spheres are
used to cover a broader surface area, to ensure smooth, contin-
uous, and consistent vibrations across the skin. In contrast, the
smaller spheres on the fingers provide greater precision and ac-
curacy, accommodating the higher density of actuation points
required for interactions in a more localized area. When two
virtual avatars interact, the collision information between their
respective spheres triggers vibrations. The vibration intensity
is designed to reflect the extent of their overlap. The constant
maximum penetrable distance is set to a constant value, which
is the diameter of the smaller sphere involved in the collision.

At the point of initial contact, vibrations are triggered with
a minimum amplitude (12% duty cycle for the hand and
24% duty cycle for the lower arm). As the overlap increases,
the vibration amplitude scales linearly, reaching its maximum
when the smaller sphere penetrates another smaller or larger
sphere by a depth equal to its own diameter. This design
ensures that when two small spheres collide, the maximum

amplitude (24% duty cycle) is achieved when the spheres are
completely overlapping. When a larger sphere (attached to the
lower arm) interacts with a smaller sphere, or when two larger
spheres interact, maximum vibration amplitude (50% duty
cycle) is reached when the smaller sphere is fully enclosed
within the larger one or when the larger spheres overlap each
other by a distance equal to the smaller sphere’s diameter.

When no collision happens, no information is sent over to
the microcontroller, and the flag variable is reset to 1 or “true”,
indicating that whenever the next collision happens, it will
again collide for the first time.

C. Hardware Setup
The system is designed to be wireless and plug-and-play,

making it adaptable to any tactile device that supports WiFi
connectivity and/or serial communication. For controlling the
wearables that we developed, we employed the Arduino Uno
R4 WiFi microcontroller, with two separate microcontrollers
connected to the same WiFi network as the VR headset –
one designated for the left hand and the other for the right
hand. For each hand, a user is equipped with a haptic glove,
a forearm sleeve, an Arduino Uno R4 WiFi module, two 16-
Channel 12-bit PWM shields (Adafruit, PCA9685) that are
stacked on top of each other on top of the Arduino (Figure 2),
a 5V 10000mAh power bank that is capable of powering the
glove, sleeve, Arduino, and the PWM shields, and a running
armband that securely houses the power bank along with all
associated electronic components. This makes our hardware
easily wearable and portable, without needing to be connected
to an external computer or power source. Furthermore, the
gloves and sleeves we use are made of quality spandex, a soft
and smooth material that is comfortable to wear, designed to
be breathable, and fits a large variety of hand sizes.

Each microcontroller together with the PWM shields is
configured to drive simple 11000 RPM 5V vibration motors
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or ERMs (Adafruit, 1528-1177-ND) integrated into the hand
gloves and armbands. ERMs were chosen for their low latency,
small form factor, and simplicity of operation in real-time
applications. These qualities allow for VR compatibility, ease
of integration into wearable designs, and perceptible haptic
feedback within a usable range of frequencies and amplitudes.
Each ERM is connected to the PWM shield via a transistor,
which controls the amount of current flow to generate a wide
range of vibrotactile sensations.

D. Wireless Communication

To identify and communicate with each device over WiFi,
each microcontroller sends an initial User Datagram Packet
(UDP) containing its identifier, i.e. “left” or “right” hand, along
with its local IP address. The Unity application initiates the
connection process by broadcasting a message and receiving
callbacks from both microcontrollers. Once local IP addresses
are obtained, Unity establishes a stable, dedicated connection
with each microcontroller for each hand using the Transmis-
sion Control Protocol (TCP). TCP was chosen over UDP to
ensure reliable packet delivery.

The information sent is maximum 21 bytes, which is well
below the Arduino’s Maximum Transmission Unit (MTU)
limits, ensuring minimal impact on transmission speed and
latency. Therefore, if needed, we can append and transmit
more information than our algorithm currently does. The PDI
is updated in every Unity frame which is set to run at 120
FPS, and the frequency of the entire system (including the
refresh rate of the microcontroller) ranges from 100-120 Hz.
All calculations of amplitude and frequency are processed
on the Arduino. Although amplitude and frequency values
could be sent directly, the choice of transmitting collision data
provides greater flexibility and universality. Most importantly,
this approach enables compatibility with a range of devices,
as the information is encoded and sent in such a way that
each device can decode the collision data according to its
unique actuation mechanism. For example, devices capable
of rendering force or pressure may interpret collision data
differently than those using voice coil or ultrasonic actuation,
ensuring a versatile, device-agnostic solution. In our case we
do not make use of the contact normals that are sent, as our
device only provides vibrotactile feedback, but it can be useful
for devices that provide pressure or force feedback.

III. EXPERIMENTAL METHODS

We developed four haptic glove and sleeve prototypes to
facilitate bilateral interactions between two users and provide
haptic feedback to both users on each hand and forearm (left
and right).

We conducted a two-part user study with experiments
involving two participants, each located in separate physical
spaces. The order of the two experiments in this study design
was counterbalanced across participant pairs to mitigate order
effects. Part 1: Prescribed Touch - Participants engaged in
a structured task where the toucher performed specific touch
gestures on the touchee as directed by the experimenter. Part

2: Free-Form Interaction - In this exploratory task, participants
interacted freely with each other and with other virtual objects
within the VR environment.

A. Participants

In this study, pairs of individuals participated in the study
together. Since people had to interact through touch and
perform gestures such as stroking, poking, patting and squeez-
ing, we recruited pairs of participants who had a current
relationship (i.e., friends, family, or romantic partners) [89].
In total, 12 participants (6 female, 5 male, 1 non-binary,
Mage = 25 ± 3.22), were recruited for the study, of which
2 had prior experience with haptic devices and VR. None of
the participants had sensory or motor impairments. The study
was approved by the University of Southern California Insti-
tutional Review Board under protocol UP-19-00712, and all
participants gave informed consent. Participants wore noise-
cancelling earphones connected to the VR headset, which
mitigated noise from the ERMs; the earphones also delivered
audio from the VR simulation for Experiment 2 only. To elim-
inate potential auditory bias, audio feedback was intentionally
removed for Experiment 1.

B. Procedure

Experiments 1 and 2 were evenly balanced across all pairs of
participants to eliminate any potential order effects. Half of the
pairs of participants performed Experiment 1 first, followed by
Experiment 2, while the remaining half performed Experiment
2 first, followed by Experiment 1. In both the experiments,
we utilized two avatars from the Meta Avatar SDK pack. The
exploration of variables such as appearance, gender, skin tone,
facial expressions, or other avatar characteristics is beyond
the scope of this study. To minimize bias or personalization,
participants were informed that the avatars might not resemble
their actual selves.

1) Experiment 1 – Prescribed Touch: This experiment
assessed the ability of our VR application, in combination
with the developed haptic glove and sleeve, to facilitate the re-
mote communication of social touch gestures. The experiment
involved a structured task where the toucher, guided by the
experimenter, performed four predefined gestures - stroke, pat,
poke, and squeeze [90] - on the touchee. A within-subjects ex-
periment was conducted, wherein participants alternated roles
as the toucher and the touchee. Participants were asked to com-
plete the gestures at three distinct speeds: slow (S), medium
(M), and fast (F). Participants performed these gestures under
two feedback conditions: (1) visual feedback only (V) and (2)
combined visual and haptic feedback (VH). The 24 trials (4
gestures × 3 speeds × 2 feedback) were counterbalanced using
a Graeco-Latin square design to preclude any potential order
effects. Consequently, a participant pair performed 48 trials
(24 × 2 user modes) in total. During each trial, participants
were instructed to perform the gesture three times, and were
instructed to not verbally communicate with each other in VR.

Before starting the experiment, each toucher underwent
a training phase of approximately 5 minutes, during which

388



they were shown and asked to practice performing poke, pat,
squeeze and stroke gestures on a static avatar’s arm, receiving
visual feedback only (no haptic feedback). The medium (M)
speed was chosen as the normal speed at which users would
typically perform the gesture. For the other two speeds, slow
(S) and fast (F), users were asked to perform the gesture at
a speed significantly slower and faster than the medium (M)
speed. Only during the training phase were the real-time hand
velocities and mean velocity for each gesture performed as
visual feedback to all participants. This was intended to help
them better assess the relative speed of their movements and
maintain consistency throughout the experiment.

A 10-minute break was provided when participants ex-
changed roles as the toucher and touchee. Thus, each partici-
pant pair completed the entire experiment in approximately 1
hour and 30 minutes.

Experimental Measures: To investigate the relationship
between participants’ real-world comfort with interpersonal
touch and their experience of virtual social body contact,
we administered the Comfort with Interpersonal Touch (CIT)
questionnaire [91] prior to the experiment. To monitor poten-
tial cybersickness, participants also completed the Simulator
Sickness Questionnaire (SSQ) [92] both before and after the
experiment.

During the experiment, we collected both objective and
subjective data. From the toucher, we recorded the real-time
trajectory of the hand (3D position) and the velocity within
the VR environment. We also recorded the different speeds at
which the toucher performed the gestures. For stroking, we
calculated the mean velocity at which the toucher performed
the gesture in cm/s. For squeeze, poke and pat, we measured
the time taken to perform each gesture 3 times for each
speed and each feedback condition, and then averaged them
to calculate the number of squeezes/second, pokes/second, or
pats/second.

After initiating/receiving each gesture, both toucher and
touchee provided feedback through the following subjective
measures in VR: (a) Emotional responses – Valence and
Arousal – on a 2D Valence-Arousal Emojigrid ranging from
-1 to +1 [93], (b) S1 (Plausibility*): The touch sensation I
felt in my body corresponded to the virtual touch I saw, (c)
S2 (Pleasantness): How ‘pleasant’ did the interaction feel?,
and (d) S3 (Naturalness): How ‘natural’ did the interaction
feel? Ratings for (b), (c) and (d) were provided on a 7-point
Likert scale, where 1 = not at all to 7 = very much so.

To evaluate participants’ sense of presence in the VR
environment, we administered the Slater-Usoh-Steed (SUS)
questionnaire [94], [95], rephrased for VR, at the end of
the experiment. Additionally, first-time touchers (participants
who had not previously been touchees) answered an open-
ended question: “What visual indications did you compare
the performed touch gestures to?”

*Degree to which the haptic feedback aligns with user’s expectations of how
something should feel, in relation to visual cues or the user’s prior experience

Fig. 4: Interactable virtual objects and 2D Valence-Arousal
Emojigrid [93]

2) Experiment 2 – Free Interaction: Participants were
instructed on the proper usage of the gloves and sleeves,
as well as the procedure for launching the VR application
on the Meta Quest headset. Following this, they were asked
to independently don the hardware and initiate the VR ap-
plication without further assistance. After launching the VR
application, participants were asked to explore and interact
freely within the VR environment, the only condition being
that they find a way to interact with each other through
touch using their hands or lower arms. If direct interaction
felt uncomfortable or unnatural, participants were encouraged
to create a secret handshake that involved their hands and/or
lower arms. Beyond this requirement, participants were free to
interact with other virtual objects or collaboratively perform
tasks of their choice. The experiment was conducted under two
feedback conditions, counterbalanced to preclude any order
effects: (1) visual feedback only (V) and (2) combined visual
and haptic feedback (VH). Each free exploration session lasted
10 minutes, with a 5-minute break between feedback condi-
tions. The total duration of the experiment was 25 minutes.
Participants were allowed to verbally communicate with each
other in VR during the task.

Experimental Measures: We used the Embodiment Ques-
tionnaire [96] to measure how strongly participants felt con-
nected to their virtual avatars in the VR system, the SUS
questionnaire, rephrased for VR, to assess presence, and the
SSQ both pre- and post-experiment to monitor cybersick-
ness. To evaluate the perceived usability of our VR system,
participants were asked to complete the System Usability
Scale questionnaire [97]. All of these questionnaires were
administered for both the V and VH conditions. After the
VH condition, participants documented their haptic experience
(HX) using the 5-point Likert scale questionnaire from [98].
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IV. RESULTS

A. Experiment 1 – Prescribed Touch

For each gesture (Stroke, Poke, Pat, Squeeze) that was
performed, we conducted separate 3-way ANOVAs to analyze
the effect of Speed (S, M, F), Feedback Modality (V, VH),
and User Mode (Toucher, Touchee) on the Valence, Arousal,
S1 (Plausibility), S2 (Pleasantness) and S3 (Naturalness). The
significant main and interaction effects are shown in Table I.
Factors not included in the table were not found to be
significant (p > 0.05). Tukey’s HSD posthoc results are shown
in Table II. Across the four gesture types - stroke, poke, pat,
and squeeze - gesture speed drove a clear trade-off: slower,
CT-tuned movements maximized valence, pleasantness, and
naturalness, while faster tempos spiked arousal but eroded
comfort and realism, effects that were consistently buffered
by adding haptic to visual feedback.

Objective measures of the interaction – stroking speed
and the frequency of poke, pat, and squeeze actions per
second – varied significantly between participants (Figure 6),
corresponding to the 3 speed conditions (S, M, F). To assess
whether these objective measures significantly influenced par-
ticipant ratings of Valence, Arousal, Plausibility, Pleasantness
and Naturalness, we conducted Pearson correlation analyses
separately for both the Toucher and the Touchee. All the
findings align with the subjective ratings in Table I.

Stroke: The analysis revealed that for Touchers, stroking
speed negatively correlated with Valence (r(70) = −0.44),
Pleasantness (r(70) = −0.50), and Naturalness (r(70) =
−0.59), and positively with Arousal (r(70) = 0.43), all
p < 0.001; Plausibility showed no significant correlation
(p > 0.05). Similarly, for Touchees, stroking speed was nega-
tively correlated with Valence (r(70) = −0.46), Pleasantness
(r(70) = −0.52), and Naturalness (r(70) = −0.49), and
positively with Arousal (r(70) = 0.60), all p < 0.001, with
no significant effect on Plausibility (p > 0.05).

Poke: For Touchers, the number of pokes per second
was positively correlated with Arousal (r(70) = 0.67, p <
0.001) and Valence (r(70) = 0.28, p < 0.05), with no
significant effects on Plausibility, Pleasantness, or Naturalness
(p > 0.05). Arousal showed a strong positive correlation
(r(70) = 0.82), while Pleasantness was moderately negatively
correlated (r(70) = −0.44) for Touchees (p < 0.001).

Pat: For Touchers, more pats per second were linked
to lower Valence (r(70) = −0.39), Pleasantness (r(70) =
−0.56), and Naturalness (r(70) = −0.33), and higher Arousal
(r(70) = 0.52), all p < 0.01. Plausibility remained unaffected.
Touchees showed a similar pattern, with negative correlations
for Valence (r(70) = −0.49), Pleasantness (r(70) = −0.60),
and Naturalness (r(70) = −0.34), a positive correlation with
Arousal (r(70) = 0.62), all p < 0.01, and a weak negative
correlation with Plausibility (r(70) = −0.25, p < 0.05).

Squeeze: Higher squeeze frequency correlated positively
with Arousal (r(70) = 0.59), and negatively with Pleasantness
(r(70) = −0.36) and Naturalness (r(70) = −0.45), all
p < 0.01 for Touchers, whereas Valence and Plausibility were

not significantly affected. Touchees similarly showed increased
Arousal (r(70) = 0.50, p < 0.001) and reduced Pleasantness
(r(70) = −0.36, p < 0.01), with no other significant effects.

Post-experiment, out of the 12 participants, only 3 reported
experiencing moderate headache symptoms, while 2 out of
those 3 participants reported moderate eyestrain symptoms
based on the SSQ analysis. For the remaining participants,
no changes were observed in SSQ scores between the pre-
and post-experiment assessments. We also conducted a paired-
samples t-test to compare overall presence between the User
modes. There was a significant difference in presence scores
between Touchees (M = 6.04, SD = 0.31) and Touchers
(M = 4.96, SD = 0.7), t(11) = −6.02, p < 0.001, d = 0.71.

B. Experiment 2 – Free Interaction

In Experiment 2’s free-play, combining visual and haptic
feedback outperformed visual-only across every embodiment
dimension and presence measure, showing that multimodal
touch reliably enhances immersion and user engagement in
both structured and exploratory VR interactions.

No order effects were detected within participants, indicat-
ing that the sequence of the feedback conditions (V and VH)
presented did not influence the results.

A paired-samples t-test revealed significant differences be-
tween the feedback conditions for all categories of the Em-
bodiment questionnaire: Appearance (t(11) = −6.07, p <
0.001, d = 1.75), Response (t(11) = −11.73, p < 0.001, d =
3.39), Ownership (t(11) = −10.15, p < 0.001, d = 2.93),
Multi-Sensory (t(11) = −13.18, p < 0.001, d = 3.81), and
Embodiment (t(11) = −11.43, p < 0.001, d = 3.30). Scores
were consistently higher for VH compared to V across all
measures (Figure 7).

Paired-samples t-test conducted to compare overall presence
between the Feedback conditions revealed a significant differ-
ence between V (M = 4.09, SD = 0.78) and VH (M =
5.93, SD = 0.64), t(11) = −9.77, p < 0.001, d = 1.15.

For System Usability, there was no significant difference
(p > 0.05) between V (M = 86.04, SD = 9.85) and VH
(M = 89.58, SD = 6.64) conditions.

None of the participants reported any changes in SSQ
symptoms before and after the experiment.

The results from the HX questionnaire for the VH condition
only are listed in Table III. Scores are out of a maximum of
5 points.

V. DISCUSSION

No participants reported challenges or discomfort wearing
the vibrotactile glove and sleeve. They fit all users, effectively
accommodating large variations in hand and arm sizes.

A. Experiment 1 – Prescribed Touch

The results across all gestures reveal the critical roles of
speed at which the gesture was performed, feedback modality,
and user roles in shaping emotional and sensory experiences.
Speed had a consistent influence, with faster interactions
heightening arousal but often reducing valence, pleasantness,
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Fig. 5: Prescribed Touch Experiment: Ratings of both toucher and touchee across different speeds, user modes, and feedback
conditions for each gesture performed

Fig. 6: Recorded gesture speed performed by Toucher, cate-
gorized into the three prescribed speed levels

and naturalness. Slower or more deliberate gestures generally
produced more positive and natural experiences, fostering
higher valence and pleasantness with moderate arousal levels.

Fig. 7: Embodiment scores of 12 participants across the
two feedback modality conditions after the free interaction
experiment

Normal speeds often achieved the best balance, suggesting that
deviations from natural pacing – whether faster or slower –
tend to diminish the quality of the interaction.
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TABLE I: ANOVA Main and Interaction Effects across each
Dependent Variable

Gesture Independent Variables Dependent Variable F-statistic p-value Effect Size (η2p)

Stroke

Speed Valence F (2, 132) = 58.78 p < 0.001 0.25

Speed Arousal F (2, 132) = 36.44 p < 0.001 0.19

Speed Plausibility F (2, 132) = 6.97 p = 0.001 0.02

Speed Pleasantness F (2, 132) = 77.97 p < 0.001 0.29

Speed Naturalness F (2, 132) = 116.20 p < 0.001 0.44

Feedback Valence F (1, 132) = 65.17 p < 0.001 0.14

Feedback Arousal F (1, 132) = 24.24 p < 0.001 0.06

Feedback Plausibility F (1, 132) = 404.59 p < 0.001 0.58

Feedback Pleasantness F (1, 132) = 104.82 p < 0.001 0.20

Feedback Naturalness F (1, 132) = 25.70 p < 0.001 0.05

Speed × Feedback Valence F (2, 132) = 6.54 p = 0.002 0.03

Speed × Feedback Arousal F (2, 132) = 3.92 p = 0.022 0.02

Speed × Feedback Naturalness F (2, 132) = 3.40 p = 0.04 0.01

Feedback × User Mode Plausibility F (1, 132) = 9.06 p = 0.003 0.01

Feedback × User Mode Arousal F (1, 132) = 4.45 p = 0.04 0.01

Speed × User Mode Arousal F (2, 132) = 6.42 p = 0.002 0.03

Speed × User Mode Pleasantness F (2, 132) = 3.48 p = 0.033 0.01

Poke

Speed Valence F (2, 132) = 5.39 p = 0.006 0.03

Speed Arousal F (2, 132) = 75.88 p < 0.001 0.34

Speed Pleasantness F (2, 132) = 12.93 p < 0.001 0.08

Speed Naturalness F (2, 132) = 43.08 p < 0.001 0.23

Feedback Plausibility F (1, 132) = 173.54 p < 0.001 0.38

Feedback Pleasantness F (1, 132) = 15.91 p < 0.001 0.05

Feedback Naturalness F (1, 132) = 15.23 p < 0.001 0.04

User Mode Valence F (1, 132) = 9.78 p = 0.002 0.03

User Mode Arousal F (1, 132) = 21.68 p < 0.001 0.05

User Mode Pleasantness F (1, 132) = 6.58 p = 0.011 0.02

Speed × User Mode Valence F (2, 132) = 10.58 p < 0.001 0.07

Speed × User Mode Pleasantness F (2, 132) = 6.64 p = 0.002 0.04

Pat

Speed Valence F (2, 132) = 56.89 p < 0.001 0.26

Speed Arousal F (2, 132) = 70.66 p < 0.001 0.33

Speed Plausibility F (2, 132) = 5.58 p = 0.005 0.02

Speed Pleasantness F (2, 132) = 80.53 p < 0.001 0.34

Speed Naturalness F (2, 132) = 76.76 p < 0.001 0.35

Feedback Valence F (1, 132) = 13.50 p < 0.001 0.03

Feedback Plausibility F (1, 132) = 228.86 p < 0.001 0.45

Feedback Pleasantness F (1, 132) = 29.76 p < 0.001 0.06

Feedback Naturalness F (1, 132) = 14.97 p < 0.001 0.03

User Mode Valence F (1, 132) = 7.72 p = 0.006 0.02

User Mode Arousal F (1, 132) = 11.93 p < 0.001 0.03

Speed × Feedback Valence F (2, 132) = 14.71 p < 0.001 0.07

Speed × Feedback Pleasantness F (2, 132) = 7.64 p < 0.001 0.03

Speed × User Mode Valence F (2, 132) = 3.60 p = 0.030 0.02

Speed × User Mode Arousal F (2, 132) = 3.55 p = 0.031 0.02

Feedback × User Mode Plausibility F (1, 132) = 4.23 p = 0.042 0.01

Feedback × User Mode Pleasantness F (1, 132) = 5.47 p = 0.021 0.01

Squeeze

Speed Valence F (2, 132) = 27.25 p < 0.001 0.14

Speed Arousal F (2, 132) = 56.67 p < 0.001 0.28

Speed Plausibility F (2, 132) = 11.16 p < 0.001 0.02

Speed Pleasantness F (2, 132) = 35.43 p < 0.001 0.14

Speed Naturalness F (2, 132) = 45.06 p < 0.001 0.22

Feedback Valence F (1, 132) = 37.74 p < 0.001 0.10

Feedback Arousal F (1, 132) = 21.18 p < 0.001 0.05

Feedback Plausibility F (1, 132) = 722.07 p < 0.001 0.71

Feedback Pleasantness F (1, 132) = 173.25 p < 0.001 0.33

Feedback Naturalness F (1, 132) = 45.99 p < 0.001 0.11

Speed × Feedback Valence F (2, 132) = 6.18 p = 0.003 0.03

Speed × Feedback Plausibility F (2, 132) = 3.72 p = 0.027 0.01

Speed × Feedback Naturalness F (2, 132) = 5.87 p = 0.004 0.03

(a) (b) (c)

Fig. 8: SUS Presence scores for (a) Prescribed Touch and
(b) Free Interaction; (c) Overall VR System Usability scores
across 12 participants

Multimodal feedback emerged as a key factor in enhanc-
ing emotional and sensory outcomes. Compared to visual-
only feedback, visual-haptic consistently improved valence,
arousal, plausibility, pleasantness, and naturalness. For slower
gestures, visual-haptic feedback amplified the already positive
experiences, making it a critical design element for fostering
pleasantness and realism. Faster gestures likely impose greater
cognitive load and reduce users’ sense of comfort, raising
arousal at the expense of valence. The buffering effect of
combined visual–haptic feedback arises from multisensory
integration - congruent tactile and visual cues enhance per-
ceptual coherence and presence.

User roles also shaped the interaction dynamics, though
their effects were often secondary to speed and feedback
modality. Touchers and Touchees displayed distinct patterns of
emotional and sensory responses. For Touchers, faster gestures
often correlated with increased arousal and emotional engage-
ment, suggesting that actively delivering rapid interactions
can enhance feelings of control and involvement. However,
for Touchees, faster gestures typically resulted in height-
ened arousal coupled with reduced valence, pleasantness, and
naturalness, indicating that receiving rapid interactions may
become overwhelming or uncomfortable. These differences
highlight the sensory-emotional trade-offs that are particularly
pronounced for Touchees and emphasize the need to account
for user roles when designing interaction dynamics.

For stroking gestures, rapid motions stimulated heightened
arousal but reduced emotional positivity, and naturalness,
whereas slower or natural speeds elicited high valence, mod-
erate arousal, and enhanced plausibility, pleasantness and
naturalness. Participants particularly appreciated the stroking
gesture on the forearm, often describing it as “pleasant”
and “relaxing.” Many noted that when performed at slow or
medium speeds, it felt “natural” and “comforting,” reinforcing
the link between moderate pacing and positive emotional
response. Visual-haptic feedback enhanced both sensory and
emotional experiences. Both Touchers and Touchees displayed
similar response patterns, underscoring the centrality of speed
and feedback mode in shaping the experience. These findings
align with the well-established role of moderate stroking
speeds (1–10 cm/s) [99] in optimally engaging CT afferents,
maximizing the perceived pleasantness.

Faster pokes increased arousal but decreased valence, pleas-
antness, and naturalness, with both slow and fast pokes seen
as less natural than normal-speed ones. Touchers found rapid
pokes more engaging and positive, while Touchees experi-
enced heightened arousal and reduced pleasantness, reflecting
the sensory-emotional tension of receiving fast gestures. Par-
ticipants described the poking gesture as “tapping,” “poking,”
or even “trying to grab my attention,” and it was generally
less well-received. We suspect this was due to the Meta
Quest’s limitations in detecting hand poses when the gloves
are worn, suggesting that the interaction felt abrupt or poorly
aligned with their expectations. Lack of significant correlations
with plausibility for Touchers suggests speed mainly affects
emotional activation, while Touchees experience both sensory
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TABLE II: Tukey’s HSD Post Hoc Analysis Results across the different Speed conditions for each Gesture performed
Dependent

Variables

Stroke Poke Pat Squeeze

S vs M M vs F F vs S S vs M M vs F F vs S S vs M M vs F F vs S S vs M M vs F F vs S

Valence p > 0.05
∆M = −0.5

(p < 0.001)

∆M = 0.43

(p < 0.001)

∆M = 0.18

(p = 0.02)

∆M = −0.16

(p = 0.045)
p > 0.05 p > 0.05

∆M = −0.53

(p < 0.001)

∆M = 0.47

(p0 < .001)

∆M = 0.21

(p < 0.001)

∆M = −0.35

(p < 0.001)

∆M = 0.14

(p = 0.036)

Arousal
∆M = −0.46

(p < 0.001)
p > 0.05

∆M = −0.66

(p < 0.001)

∆M = 0.49

(p < 0.001)

∆M = 0.27

(p < 0.001)

∆M = −0.76

(p < 0.001)

∆M = 0.4

(p < 0.001)

∆M = 0.26

(p < 0.001)

∆M = −0.66

(p < 0.001)

∆M = 0.39

(p < 0.001)

∆M = −0.22

(p = 0.002)

∆M = −0.6

(p < 0.001)

Plausibility p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05 p > 0.05

Pleasantness p > 0.05
∆M = −2.5

(p < 0.001)

∆M = 2.67

(p < 0.001)
p > 0.05

∆M = −1.21

(p < 0.001)

∆M = 0.71

(p = 0.023)
p > 0.05

∆M = −2.96

(p < 0.001)

∆M = 2.79

(p < 0.001)
p > 0.05

∆M = −1.71

(p < 0.001)

∆M = 1.42

(p < 0.001)

Naturalness
∆M = 0.96

(p = 0.003)

∆M = −3.83

(p < 0.001)

∆M = 2.88

(p < 0.001)

∆M = 2.79

(p < 0.001)

∆M = −2.33

(p < 0.001)
p > 0.05

∆M = 2.12

(p < 0.001)

∆M = −3.92

(p < 0.001)

∆M = 1.79

(p < 0.001)

∆M = 1.33

(p < 0.001)

∆M = −2.67

(p < 0.001)

∆M = 1.33

(p < 0.001)

and emotional impacts.
Speed similarly affected patting, with faster pats lowering

valence, pleasantness, naturalness, and increasing arousal.
Visual-haptic feedback mitigated these effects, especially at
higher speeds, by improving positivity and comfort. Touch-
ers reported slightly higher valence but lower arousal than
Touchees, who were more sensitive to speed changes, showing
greater declines in valence and pleasantness with faster pats.
Correlation analyses confirmed stronger negative correlations
between speed and perceived pleasantness or naturalness for
Touchees, highlighting the sensory-emotional trade-offs of
faster interactions. Participants consistently disliked fast-paced
pats, describing them as “unnatural,” “overly abrupt,” or even
“disconcerting,” suggesting that rapid patting violates expec-
tations of social touch pacing.

Faster squeezing increased arousal but reduced plausibility,
pleasantness, naturalness, and slightly valence. Visual-haptic
feedback improved overall sensory-emotional experience, no-
ticeably at moderate speeds. User roles had minimal direct
effects, but correlations showed that for Touchers, faster
squeezes increased arousal reducing naturalness, while for
Touchees, there was a trade-off between increased arousal and
reduced pleasantness. Some participants described squeezing
gestures as “grabbing my arm” or “hold and squeezing,”
suggesting that slow or moderate versions conveyed clear in-
tentions. However, a few users suggested that adding pressure
cues, especially to the hands or forearm, could further improve
the realism.

Across all gestures, the interplay of speed, feedback, and
user roles followed clear patterns. Faster speeds heightened
arousal but at the expense of pleasantness, naturalness, and

TABLE III: Results from Factors of HX Questionnaire [98]
Question: The haptic feedback . . . Mean (SD) Factors
Felt realistic (+) 3.67 (0.49)
Was believable (+) 4.33 (0.65)
Was convincing (+) 4.58 (0.51)

Realism

Felt disconnected from the rest of the
experience (-)

1.25 (0.45)

Felt out of place (-) 1.00 (0.00)
Distracted me from the task (-) 1.17 (0.58)

Harmony

Enjoyable as part of the experience (+) 4.67 (0.49)
Felt engaging with the system (+) 4.41 (0.51) Involvement

All felt the same (-) 1.25 (0.45)
Changes depending on how things change
in the system (+)

4.50 (0.80)

Reflects varying inputs and events (+) 4.92 (0.29)
Expressivity

emotional positivity, while visual-haptic feedback improved
plausibility and mitigated these effects to some extent. Touch-
ers subtly derived greater emotional engagement, whereas
Touchees were more sensitive to rapid gestures. In summary,
slower, deliberate gestures with multimodal feedback produced
the most positive and natural experiences, particularly for
Touchees. Faster gestures increase arousal and engagement
but should be used carefully to avoid reducing the sensory-
emotional quality. By considering the interplay of speed,
feedback, and user roles, designers can optimize VR touch
interactions for greater emotional engagement and user satis-
faction. These findings are supported by open-ended feedback
where participants emphasized how normal-speed gestures felt
the most natural and comfortable. While many enjoyed the
structured interaction, they noted that pacing and tactile clarity
were key to a positive experience.

The higher presence scores observed for the Touchees
compared to the Touchers are likely due to the experimental
instructions given to the Touchers, requiring them to perform
specific gestures at different speeds. These instructions may
have disrupted their sense of “being” or immersiveness within
the VR environment.

B. Experiment 2 – Free Interaction

Visual plus haptic feedback together consistently outper-
formed visual-only feedback in Appearance, Response, Own-
ership, Multi-Sensory integration, and overall Embodiment
scores. The substantial effect sizes further emphasize the
magnitude of these improvements. This highlights the im-
portance of incorporating richer haptic feedback to improve
the experience of a multi-user VR system. The condition
with haptic feedback included likely provides more immersive
and cohesive sensory cues, which contribute to a stronger
perception of body ownership and response to the interaction.
Participants frequently exclaimed that the haptic feedback
enhanced their sense of co-presence and social engagement.
Questions addressing the perception of touch sensations, in-
teractions between the avatar and other objects or avatars in
VR, and the ability to influence the user’s own body through
the avatar received significantly higher ratings with haptic
feedback present, compared to the visual-only condition.

The significantly higher sense of presence reported in the
added haptic feedback condition compared to the visual-
only condition suggests that the addition of haptic feedback
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enhances immersion and the feeling of “being” in the virtual
environment. This aligns with the SUS presence model, which
emphasizes the role of multi-sensory inputs in strengthening
spatial presence. Some participants reported that the haptic
feedback made the VR environment feel more tangible and
interactive, leading to a deeper sense of “being” in the VR.

Our VR system received high usability scores, with no
significant differences between using haptic feedback or not.
This indicates the system is intuitive, user-friendly, and ac-
cessible, allowing easy learning and navigation. Participants
efficiently used the armband, sleeves, gloves, and headset
without assistance, even though 10 out of 12 had no prior
VR or haptic device experience. Despite 10 of 12 participants
having no prior experience with VR or haptics, they found the
system intuitive and easy to navigate. The ability to interact
with multiple avatars and objects in a shared space, such as
dancing or playing games, was repeatedly cited as highly
enjoyable. These results suggest the system holds promise
for haptic and VR research, providing a strong foundation
for exploring mediated social touch. Many users praised the
adaptive vibration feedback and highlighted the system’s low
latency, stating that responses felt “instantaneous” and “well-
synchronized.”

High ratings for Harmony, Involvement, and Expressivity,
of the system’s haptic feedback indicated that it was well-
integrated, engaging, and dynamic based on interaction types.
However, Realism scores were comparatively lower, suggest-
ing that simple vibrations were less effective at conveying a
realistic sensation. Participants noted that, while the vibrations
as feedback were convincing, they did not always feel natural
or fully aligned with their expectations for certain interactions.

C. Considerations for Future Social Touch Systems

Based on our results, we propose a set of considerations for
the design of future social touch systems:

• Multimodal feedback is essential for mediated social
touch in VR, reliably enhancing emotional realism, em-
bodiment, and interaction plausibility.

• Designers should prioritize moderate gesture speeds -
especially for stroking and squeezing - to maximize
pleasantness, valence, and naturalness, particularly for
touch recipients, who are more sensitive to speed-related
discomfort.

• Touch feedback should be role-aware, as touchers and
touchees interpret the same gesture differently, as previ-
ously also shown in [100].

• Mediated touch device hardware should support gesture-
specific tuning, real-time responsiveness, and spatial res-
olution appropriate to both body region and gesture type.

• To meaningfully capture the complexity of social touch,
real-time, bi-directional interaction studies are critical;
relying on pre-recorded or one-way playback signals risks
missing the dynamic, reciprocal nature of touch.

• Study designs should incorporate both structured tasks
and open-ended interactions, account for user roles, and
use within-pair comparisons to reveal subtle variations

in perception, intention, and response, providing a richer
understanding of how social touch is conveyed, received,
and interpreted in virtual settings.

VI. CONCLUSION, LIMITATIONS AND FUTURE WORK

This paper introduces a standalone, device-agnostic multi-
player VR system for real-time mediated social touch with
haptic feedback, designed for Meta Quest headsets and sup-
porting up to 16 physically distant users. It integrates wireless
vibrotactile feedback via gloves and sleeves with 52 ERM
actuators, enabling users to perform and receive remote touch
gestures. Our evaluation with 12 participants revealed the
impact of interaction speed, feedback modality, and user roles
on emotional and sensory experiences, alongside high system
usability, presence, and embodiment scores.

Our device has several limitations that highlight opportuni-
ties for future research and development. The use of ERMs in
our device restricts haptic fidelity by providing only vibrotac-
tile feedback, which cannot fully substitute for the broad range
of feedback modalities. Moreover, our current design is limited
to actuation on the hands and forearms. Expanding to full-body
haptic feedback would pose significant challenges in terms of
hardware design and power consumption. To address these
limitations, future research must explore alternative actuation
techniques capable of replicating complex sensations, such
as pressure, temperature, and skin stretch, in real-time VR
interactions with minimal latency.

Our VR system is designed to be device-agnostic, enabling
researchers to integrate and test their own devices within our
framework. As future work, we plan to evaluate our VR system
using haptic feedback provided to both the toucher and touchee
from commercially available devices (e.g. Ultraleap module or
bHaptic gloves), to further strengthen our claim and broaden
its applicability. Furthermore, our study did not examine the
influence of gender, sexual orientation, avatar characteristics,
such as appearance, skin tone, and facial expressions, on
user experience [62]–[65], [101], an aspect worth exploring in
future research. Based prior work that highlights the existence
of personal touch languages [102], our participant sample
consisted of pairs of individuals who were familiar with each
other prior to the study. It would be interesting to observe
how unrelated individuals interact with each other and perceive
virtual touch. Although our participant population was gender-
diverse, the group size was too small to study either the effect
of gender or relationship in mediated social touch. These
effects should be studied in the future with more diverse and
larger participant groups including strangers to improve the
reliability and generalizability of the findings. A key goal
for future work is to make this VR system open source,
enabling researchers to develop, evaluate, and compare their
own haptic devices within our VR platform. The scope of this
VR framework can be expanded, exploring its potential as a
benchmark application to evaluate and compare tactile devices
in diverse contexts [103], beyond social touch interactions
alone.
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