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Abstract—This study presents the characterization and valida-
tion of the VIBES, a wearable vibrotactile device that provides high-
frequency tactile information embedded in a prosthetic socket.
A psychophysical characterization involving ten able-bodied par-
ticipants is performed to compute the Just Noticeable Difference
(JND) related to the discrimination of vibrotactile cues delivered
on the skin in two forearm positions, with the goal of optimising
vibrotactile actuator position to maximise perceptual response.
Furthermore, system performance is validated and tested both with
ten able-bodied participants and one prosthesis user considering
three tasks. More specifically, in the Active Texture Identification,
Slippage and Fragile Object Experiments, we investigate if the
VIBES could enhance users’ roughness discrimination and manual
usability and dexterity. Finally, we test the effect of the vibrotactile
system on prosthetic embodiment in a Rubber Hand Illusion (RHI)
task. Results show the system’s effectiveness in conveying contact
and texture cues, making it a potential tool to restore sensory
feedback and enhance the embodiment in prosthetic users.

Index Terms—Haptic interfaces, wearable devices, prosthetics,
prosthetic hand.
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I. INTRODUCTION

IN RECENT years, the pursuit of non-invasive feedback
solutions for prosthetic users has gained considerable at-

tention to enhance the sensory experience for individuals with
limb loss or impairments. Various methods have been explored
and investigated to offer a comprehensive and natural feedback
system, bridging the gap between the user and their prosthetic
device. Among these methods, mechano-tactile (force stimuli),
electrotactile, and vibrotactile stimulation stand out as promi-
nent approaches. Vibrotactile stimulation has emerged as one
of the most extensively investigated techniques, primarily due
to its ease in tactile signal modulation and the practical ad-
vantages it offers with compact-sized, affordable, and readily
available vibrotactile actuators [1], [2]. However, only a limited
number of sensorized bionic hands are currently commercially
available (e.g. the PSYONIC Ability Hand [3], and the Vin-
cent Hand [4]). In the study by Kim and Colgate on grip
force control of sEMG-controlled prosthetic hands in targeted
reinnervation amputees, the authors emphasize that an optimal
and effective haptic feedback system should be integrated into
the prosthesis [5]. The authors argue that this system should
incorporate both somatotopic matching (SM) and modality
matching (MM) paradigms to achieve a natural and intuitive
user experience. The SM paradigm enables the generation of
signals that are transmitted in the place where they would
naturally be felt. Antfolk et al. studied a non-invasive sensory
feedback system in twelve trans-radial amputees and twenty
healthy non-amputees, providing arm stump sensory feedback
for prosthetic hand users [6]. They demonstrated that the central
nervous system processes stump-level sensory data similarly
to finger-level stimuli. The MM paradigm involves providing
a stimulus resembling the original sensation, such as pressure
cues. Vibrotactile stimulation naturally conveys high-frequency
information associated with surface contact, including texture,
roughness, and first-contact cues (Shao et al. [7]). Thus, within
the modality matching framework, the integration of vibrotactile
stimulation conveys acceleration-mediated contact cues related
to the characteristics of touched objects [8].

Apart from the challenges associated with the design and
development of the system, as emphasized by Sensinger et al. in
their review, varying perspectives exist on the impact of feedback
on prosthesis functionality and performance [9]. For instance,
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Fig. 1. Overview of the main components of the prosthetic device with the
VIBES (Vibro-Inertial Bionic Enhancement System). A detailed view (right)
shows the inner part of the socket with vibrotactile actuators and EMG sensors.

in a study by Raveh et al., twelve trans-radial prosthetic users
demonstrated significant improvements in a modified Box and
Block test with vibrotactile feedback, enhancing time and grasp-
ing performances [10]. Conversely, the study of Markovic et al.
involving six prosthetic users in a Box and Block test showed
no notable effect of vibrotactile feedback on performance [11].
Therefore, it is paramount to not only design and develop haptic
feedback devices but also to assess them rigorously. Conducting
comprehensive investigations is essential to understand the im-
pact of haptic cutaneous devices and their influence on manual
dexterity and usability.

Beyond the scope of functional enhancements, an exploration
of user experience, demands attention. As technology advances,
integrating a prosthetic into a user’s body image-embodiment-
gains prominence. Segil et al. review delves into sensory feed-
back studies, underscoring the need for further research into the
psychological and perceptual dimensions of prosthetic use [12].
The Rubber Hand Illusion (RHI) stands as the most frequently
used methodology to study ownership [12], [13]. Ehrsson et al.
extended RHI experiments to amputees, applying tactile stim-
ulation to the residual limb or distal stump [14]. D’Alonzo
et al. employed a vibrotactile device and brush, yielding high
ownership ratings with brush stimulation and slightly lower rat-
ings with vibrotactile stimulation [15]. Marasco et al. replaced
brush stimulation with a pressure actuator, reporting ownership
in reinnervated trans-humeral amputees when visual feedback
matched the pressure actuation on their reinnervated skin [16].

In our previous work, we presented the Vibro-Inertial Bionic
Enhancement System (VIBES) integrated with the SoftHand
Pro (SHP), Godfrey et al. [17], a prosthetic hand (Fig. 1) (Ivani
et al. [18]). The device comprises two Inertial Measurement
Units (IMUs) on the distal phalanx of the index and thumb in
the prosthetic hand as sensors and two integrated vibrotactile
actuators, transmitting texture and contact cues to specific stump
sites. To the best of the author’s knowledge, the VIBES is con-
sidered one of the earliest vibrotactile devices fully incorporated
into a prosthetic system for transmitting surface information to
the user. It strives to achieve somatotopic and modality matching
paradigms and addresses the absence of intrinsic somatosensory
feedback caused by damping elements in the artificial body parts,
crucial for precise motor commands (Amoruso et al. [19]).

We conducted physical and preliminary psychophysical char-
acterizations of the VIBES with ten able-bodied subjects, fol-
lowed by an Active Texture Identification experiment with a

Fig. 2. The bracelet worn by an able-bodied subject in the two experimental
conditions: A and B (respectively (a) and (b) in the figure). (c) The bracelet
of the VIBES for the able-bodied experiments made of a 3D-printed case with
vibrotactile actuators and adjustable VELCRO bands for secure fitting.

prosthetic user (Ivani et al. [18]). In contrast to the preceding
study, this manuscript introduces various experiments to exten-
sively evaluate the Vibro-Inertial Bionic Enhancement System
and gain a more comprehensive understanding of integrated hap-
tic feedback effectiveness and potential in the field of prosthetics.
The VIBES is here characterized through a psychophysical
experiment that utilizes the Just Noticeable Difference (JND)
to determine optimal actuator positioning on the skin in two
forearm positions (A and B) with the objective of identifying
the most sensitive configuration (see Fig. 2). The Active Texture
Identification experiment, aimed at rigorously assessing the ef-
fectiveness of the VIBES in providing sensory cues, is conducted
with ten able-bodied participants to yield more robust statistical
results. Subsequently, two additional tasks are designed to ex-
amine the VIBES’ impact in alternative scenarios, particularly
in manual dexterity and usability assessments, named Fragile
Object and Slippage experiments, wherein the device is actively
engaged and potentially capable of influencing performance
outcomes. These experiments test the functionality of the VIBES
with able-bodied subjects and the intended end-user. With the
complete integration of the VIBES, an essential need remains
to assess the Rubber Hand Illusion (RHI) experience in the
SoftHand Pro prosthesis users. The RHI experiment is designed
to investigate the perception of body ownership, both in the
presence and absence of tactile feedback. This study is essential
for deepening our understanding of the connection between
sensory augmentation and perceptual integration. It also guides
future developments in devices like the SHP and the VIBES
haptic system.

II. THE VIBES

We report on the description of the system that remains
consistent with our prior work (Ivani et al. [18]). The VIBES
comprises two planar vibrotactile actuators, an electronic board,
and two Inertial Measurement Units (IMUs, MPU-9250) placed
on the distal phalanx of the SHP. The vibrotactile actuator
employed is the Haptuator Planar (HP) by TactileLabs1 (see the
highlighted box in Fig. 2 c). The HP is a voice-coil actuator

1TactileLabs, Haptuator Planar, Available: http://tactilelabs.com/products/
haptics/haptuator-planar/
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with a 50–500 Hz bandwidth covering the tactile sensitivity
range. Stimuli transmission is perpendicular to the skin, reducing
system size compared to tangential transmission. The 1.8 g,
12x12x6mm HP suits prosthetic integration with its compact
shape, soft surface, and skin contact design.

About the control strategy, the recorded acceleration sig-
nals a = (ax, ay, az) from each IMU undergo a sequence of
processing steps, detailed in Fani et al. [20]. These steps en-
compass filtering, dimensional reduction, and limiting. Filtering
removes noise from IMUs in the prosthetic system (e.g. free
hand motion). Subsequently, the three acceleration components
are reduced with the DFT321 algorithm [21]. Thus, the three
components ax, ay, az are then reduced into a one-dimensional
signalAwith the same energy as their sum. The DTF321, as part
of the algorithms that seek the spectral difference, is considered
by Lee et al. one of the best 321 approaches for offline processing
when perceptual similarity is prioritized [22]. A scaling factor
translates the signals into PWM values to activate the actuators
while adhering to the actuators’ specifications. The PWM oper-
ates at a frequency of 5 KHz, with the PWM being updated at
1 KHz. The signal from the index IMU corresponds to the left
actuator, whereas the signal from the thumb IMU corresponds to
the right. Real-time control employs electronic boards for signal
recording and actuation (Della Santina et al. [23]).

III. SYSTEM CHARACTERIZATION

In our prior work, a physical and psychophysical characteriza-
tion of the system was performed to test the effectiveness of the
actuators in conveying reliable texture cues (Ivani et al. [18]). By
using the HP actuator on able-bodied participants’ index fingers,
we determined a Just Noticeable Difference (JND) of 87.30 μm
(95% CIs: 79.69–96.52 μm), highlighting the actuator’s ability
to enable accurate perception and discrimination of roughness.

Our current objective is to test how the placement of actuators
on the forearm skin influences perception to provide insights
for optimizing actuator placement within the prosthetic device.
The experiment assesses participants’ ability to differentiate
roughness levels conveyed by the actuators on the forearm using
the Just Noticeable Difference. JND is the smallest detectable
change in a stimulus causing a noticeable difference in sensation
(Jones et al. [24]). The actuator is positioned on participants’ left
forearm in two distinct experimental conditions, each featuring
different skin placement configurations: A and B (please refer to
Fig. 2). The experiment involves a recording session and a user
session, which are analogous to the procedures employed in our
prior work [18] (Section III-B). In this instance, we evaluated
the perception of the two experimental conditions through the
passive transmission of stimuli to the subjects.

Review No. 30/2020 from the Committee on Bioethics of
the University of Pisa granted approval for all experimental
procedures reported in this manuscript.

A. Participants

Ten able-bodied participants (7 males and 3 females, age mean
± SD: 27,2 ±1,48) are enrolled and give their informed consent
to participate in the experiments. Participants have no disorder

that could affect the experimental outcome. A 43-year-old fe-
male who experiences agenesis of the left forearm is enrolled
to test the system. The prosthetic user participant exhibits no
cognitive impairments that might influence her ability to com-
prehend or adhere to the study’s instructions. The participant
usually wears a cosmetic prosthesis, although she has previous
experience with myoelectric prosthetic devices.

B. Materials

Five sandpapers sized 28×23 cm are employed for the exper-
imental methods. These sandpapers source from RS,2 adhere
to the Federation of European Producers of Abrasive Products
(FEPA) P-grading system. We follow the method of constant
stimuli as described by Jones et al. [24]. A preliminary study
determines the detectable range of sandpapers by the actuator,
with grit sizes ranging from 18 μm (P1000) to 264 μm (P60). In
selecting stimuli, we follow the procedure outlined by Libouton
et al. for a tactile roughness discrimination experiment [25]. Our
choice for the reference stimulus is P120, with an average parti-
cle size of 127 μm, positioned approximately midway between
the smoothest and roughest detectable stimuli. The remaining
stimuli are chosen to maintain equal spacing in terms of mi-
crometres and considering the available types of sandpapers.
Therefore, five stimuli are chosen ranging from the smoothest
to the roughest: 18 μm (P1000), 65 μm (P220), 127 μm (P120),
195 μm (P80), and 264 μm (P60).

To facilitate the use of the VIBES by participants, a bracelet
has been designed for actuator placement (Fig. 2). This bracelet
consists of a 3D-printed case for the actuators and a VELCRO
band to ensure secure fitting on the forearm.

During the user session, participants are seated comfortably
on an office chair, positioning their forearm or, in the case of a
prosthetic user, their residual limb without the prosthesis, on a
desk. To ensure isolation, participants wear goggles with opaque
lenses and headphones that play white noise. The experiment
follows the chosen psychophysical approach via customized
C++ software.

C. Methods

1) Recording Session: During the recording session, tactile
stimuli are captured from the IMU of the SoftHand Pro index
finger and saved without applying any filtering techniques.
Five distinct stimuli are captured as the SoftHand Pro index
finger slides across five selected sandpapers. A customized
C++ software is developed to capture, segment, and save the
accelerations from the IMU on the index fingertip, which records
three acceleration components (ax, ay , az). Boundy-Singer et al.
have demonstrated in their research that modifying scanning
speeds has minimal impact on texture perception, and alterations
in contact force, as highlighted by Saal et al., do not significantly
affect texture perception either [26], [27]. Therefore, the velocity
magnitude and pushing force are considered to have negligible
influence on the experimental outcomes. Still, efforts are made
to keep velocity and pushing force relatively constant to ensure

2RS, [Online], Available: https://it.rs-online.com/web/
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consistency in the experiment. This is achieved by maintaining
a fixed time window for the recordings and ensuring the SHP
remains at the same height above the sandpaper. Two signals are
saved for each type of sandpaper. These acceleration signals are
then mapped into PWM values to activate the haptic actuator,
following the control strategy detailed in Section II.

2) User Session: Employing the method of constant stimuli,
we compute JND by presenting pairs of stimuli for participants to
identify the rougher one (Jones et al. [24]). The signals recorded
during recording session are transmitted passively, in a playback
modality, onto the user’s left forearm (or left residual limb). This
entails the utilization of prerecorded signals from the SoftHand
index finger with the control strategy described in Section II.
We use the HP actuator and the bracelet on the left arm to
replicate the prosthetic user scenario (left forearm limb agenesis)
while accounting for spatial limitations dictated by EMG sensor
placement within the prosthesis.

Only the corresponding left HP actuator is activated since the
recorded stimuli originate from the IMU on the SHP index finger.
In randomized order, able-bodied participants test the actuator
in two experimental conditions (A and B). In each experimental
condition, participants experience pairs of stimuli, the reference
stimulus, and a comparison stimulus signalled audibly. After the
second stimulus is off, the participant is asked to report which
stimulus in the pair felt rougher (“Which of the two stimuli
did you perceive to be rougher?”). The subject is instructed to
distinguish textures through vibration frequency and intensity
on the forearm. The answer is saved for the subsequent analysis.
Comparison stimuli are transmitted from pre-registered signals
following a random permutation of all possible combinations
of stimuli, thereby ensuring that all participants encounter the
same stimuli. The reference and comparison signals are ran-
domly selected from the two saved stimuli per sandpaper type
in the recording session. There is no familiarization or stimulus
repetition. Each experimental condition consists of 100 pairs of
stimuli, 20 per stimulus level (across five sandpaper grits).

Based on findings from able-bodied participants, which in-
dicated minimal impact of actuator placement on perception,
and to minimize disruption to the prosthetic user, we test the
sensitivity of the prosthetic user only in Experimental Condition
A, where she anticipates feeling texture cues for the index on
the residual limb.

D. Data Analysis

Using logistic regression, we explored differences in per-
ceived roughness among the 10 able-bodied participants. Logis-
tic regression assesses the impact of experimental variables on
groups through fixed effect parameters exclusively. The model
is formulated as follows:

P (Yj = 1) =
1

1 + e−(β0+β1∗xj)
, (1)

Here, P (Yj = 1) denotes the probability of perceiving the
comparison stimulus as rougher than the reference in trial j.
The parameters β0 and β1 represent fixed effects, capturing
the intercept and slope of the linear function (linear predictor)
across all subjects. The explanatory variable xj signifies the

Fig. 3. Logistic fit for the ten subjects. Raw data and model predictions for
each participant are labelled as 1 to 10. Blue: A condition; red: B condition.

sandpaper stimuli. Next, for each experimental condition, we
derive the Just Noticeable Difference (JND) and the Point of
Subjective Equality (PSE) alongside their corresponding 95%
confidence intervals (CIs) with the bootstrap method. JND and
PSE are computed as 1

|β1| , where |β1| denotes the absolute value

of the coefficient and −β0

β , respectively [28]. Then, to test the
normality of data we use a Shapiro Wilk test on JND and PSE
values. Thus, we use a Wilcoxon test to verify if there is any
significant difference between the two experimental conditions.
Since only one prosthetic user was involved, a probit fit on results
was performed.

E. Results

Able-bodied - The logistic fitting to the data is illustrated in
Fig. 3. We evaluated the capacity of participants to discriminate
roughness stimuli rendered by the HP actuator on the forearm in
two experimental conditions: A and B condition. We modelled
10 subjects’ data as in (1). Confidence intervals of the JND
and PSE in the two experimental conditions were overlapping.
The JND was equal to 58.79 μm (95% CIs: 54.41- 66.19 μm)
for the A experimental condition and to 64.10 μm (95% CIs:
58.19 - 69.42 μm) for the B experimental condition. The PSE
was equal to 136.73 μm (95% CIs: 127.79–146.57 μm) for
the A experimental condition and to 145.78 μm (95% CIs:
135.62–156.08 μm) for the B experimental condition. From the
Shapiro–Wilk test, the JND and PSE data were not normally
distributed thus, we performed a Wilcoxon test to test significant
differences. From the Wilcoxon test, the two experimental condi-
tions were not significantly different (p >0.05 for both JND and
PSE values). The participants effectively differentiated between
the diverse textures, and their responses remained unaffected
by the two experimental conditions. Prosthetic User - Results
show the subject achieved 100% accuracy in distinguishing the
roughest (1) and smoothest (5) stimuli from the reference (3),
and 95% accuracy for stimulus (4). However, accuracy dropped
to 50% for distinguishing stimulus (2) from the reference. From
a probit fit on the data, the JND was 44.07 μm.
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IV. SYSTEM VALIDATION AND PILOT EXPERIMENTS

Experiments are designed to validate the VIBES with able-
bodied participants and to test the system with a prosthetic user.
Our experiments aim to comprehensively assess the effective-
ness of the VIBES when integrated with the SoftHand Pro for
texture discrimination, which is its primary function. Addition-
ally, two supplementary tasks evaluate the VIBES influence on
manual dexterity and usability. Three distinct tasks are the Active
Texture Experiment, the Fragile Object Experiment, and the
Slippage Experiment. The experiments test the effectiveness of
the feedback delivered by the VIBES device in conjunction with
the SoftHand Pro under controlled conditions: these conditions
include simulating low-light scenarios and allowing users to
focus on the feedback [10].

At the end of the three experiments, all subjects fill out a
NASA Raw Task Load Index (NASA RTLX) questionnaire to
evaluate the workload during each task with and without the
VIBES (Georgsson et al. [29]). Participants are prompted to
evaluate their level of agreement on a seven-point Likert-scale
survey. This evaluation encompasses questions about the sys-
tem’s usability, comfort, and performance during the experimen-
tal tasks. Additionally, the prosthetic user participant assesses
the system usability using the System Usability Scale (SUS)
(Lewis at al. [30]).

A RHI Experiment is also conducted to evaluate SHP owner-
ship of a prosthetic user. Segil et al. introduces a three-domain
embodiment concept, comprising ownership, body representa-
tion, and agency [12]. Ownership is the belief that a limb or tool
is part of oneself, expressed as “part of my body”, involving the
recognition of the limb, tool, or device as an integral part of one-
self rather than an external entity. Ownership illusions, such as
the rubber hand illusion (RHI), allow researchers to investigate
the neurobiological and perceptual processes underlying these
experiences. We have adapted the protocol from Marasco et al.
for testing the ownership of the SoftHand Pro (SHP) with the
VIBES device in a prosthetic user [16].

A. Participants

Twelve able-bodied participants (9 males and 3 females, age
mean ± SD: 28±2,3) are enrolled and give their informed
consent to participate in the Active Texture Experiment. Ten
able-bodied participants (7 males and 3 females, age mean ±
SD: 27.2±1,3) are enrolled and give their informed consent to
participate in the Fragile Object Experiment and the Slippage
Experiment; eight of them also perform the Active Texture
Experiment. Participants are chosen from individuals employed
in the same research institute, with the only exclusion criterion
being any physical or psychological impairments that could
potentially affect the outcomes of the experiment, provided they
are unfamiliar with haptic feedback devices and have no prior
experience with vibrotactile feedback. The same prosthetic user
participant described in Section III A is involved in the pilot
experiments.

B. Materials

We integrate the VIBES system into a SHP for the prosthetic
user and design a handle for able-bodied participants. For the
SHP, the same control strategy as in [31] is used. The elec-
trical activity of the Flexor Digitorum Superficialis (FDS) and
Extensor Digitorum Communis (EDC) muscles is measured on
the user’s forearm skin using two Ottobock 13E200 sensors.3

These sensors provide amplified, bandpass-filtered, and rectified
versions of the raw sEMG signals.

When integrating the VIBES system into the prostheses,
the placement of actuators is determined by spatial limitations
imposed by the positioning of EMG sensors and the confined
space within the prosthetic device. Additionally, building upon
the findings presented in Section II, which indicated that actuator
placement had minimal impact on perception, we position the
actuators in alignment with the sensitivity of the prosthetic
user, where she anticipates feeling texture cues for the index
and thumb on the residual limb. As a result, we position both
actuators on the A experimental condition of the residual limb,
with one situated laterally corresponding to the index IMU
sensor and the other placed medially for the thumb. This arrange-
ment is chosen to effectively address the limited space available
and ensure the optimal positioning of the actuators within the
specified configuration. Please refer to Fig. 1. This configuration
is adopted also for able-bodied participants.

A 3D-printed handle is designed for able-bodied participants
to facilitate the use of the SHP with their left hand (see Fig. 4
(a). The handle provides support for positioning the left hand
accurately over the SHP and incorporates a VELCRO band to
ensure secure attachment. A quick disconnect wrist mechanism
links the robotic hand to the handle. The SHP’s electronic board
is connected to the EMG sensor, HP actuators and a battery
via cables. EMG sensors and the bracelet with the actuators are
positioned on the left forearm of able-bodied participant.

Before each experiment, a training phase, which spans 10
minutes, is carried out with all the participants to familiarize
them with the control of the SHP through the EMG sensors. This
phase involves the participants grasping and moving various
objects, such as a ball or a mug. Before each experiment starts,
the participant sits on a chair near a table. The subject is isolated
in the main experimental phase using white noise and obscured
lenses.

C. Methods

In the following, validation, pilot tasks and questionnaires are
outlined. Figs. 4 and 5 illustrate the setup and the experiment
with an able-bodied and a prosthetic user, respectively.

1) Active Texture Identification Experiment: In the initial
10-minutes familiarization phase, the participant can explore
a P150 sandpaper (which differs from the one used in the
experimental phase) on the table with the SHP. The VIBES is
turned on throughout this phase, and the subject is not isolated.
Arranged in descending order of roughness, numbered from

3OttoBock HealthCare GmbH, http://www.ottobock.com/
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Fig. 4. System Validation - An able-bodied user during: (a) the active texture
identification experiment in which the subject matches the sandpaper beneath
the SHP with the handle (detailed view on the right) by exploring five options
with their real hand on the right side; (b) the fragile object experiment in which
the subject moves a fragile object with a detailed view of it; (c) the slippage
experiment in which the subject grasps a cylinder and tries to detect slippage.

1 (P60) to 5 (P1000), the identical set of five sandpapers as
those used in Section III is positioned on the right side of the
table. The participant explores this set using their right hand.
During each trial, the subject is given one sandpaper beneath
the left prosthetic hand, allowing them to explore it using the
handle or the prosthesis. The participant’s goal is to determine
the corresponding sandpaper from the set of five choices on the
right side. The sandpapers are randomly presented five times
each, resulting in a total of 25 identification attempts in two
experimental conditions: one with VIBES feedback active and
the other without.

2) Fragile Object Experiment: The participants undertake a
task similar to that described by Engels et al. to evaluate grasping
efficiency and by Barontini et al. for our force feedback device,
the WISH device [31], [32]. The Wearable Integrated Soft
Haptics device (WISH), utilizes two soft pneumatic actuators in
contact with the subject’s skin to simulate hand grasping force.

Fig. 5. Pilot experiments - the prosthetic user during: (a) the active texture
identification experiment in which the subject matches the sandpaper beneath
the SHP by exploring five options with her real hand on the right side; (b) the
fragile object experiment in which the subject move a delicate object; c) the
slippage experiment in which the subject grasps a cylinder and tries to detect
slippage.

In this experiment, each participant is tasked with transferring a
fragile object from point X to point Y ten times without breaking
it. The fragile object is a paper box measuring 50x50 mm and
weighing 100 grams, housing a fragile fuse positioned at its
centre. This fragile fuse is a thin piece of pasta (a spaghetto),
susceptible to breaking under excessive pressure from a tight
pinch grasp (Fig. 4(b)). Throughout the experiment, participants
are instructed to complete the task as fast as possible, though
there is no imposed time constraint. Each experiment iteration
involves conducting the task accompanied by white noise and
partially obscured goggles, both with and without the VIBES
system. The metrics recorded for each trial are the time taken to
relocate the object from point X to Y (the timing starts upon the
subject’s initial contact with the fragile object and stops upon
box release of the box), how many fuse breakage, and regrips.

3) Slippage Experiment: During the experiment, each par-
ticipant lays their left arm or prosthesis on a table. The handle
or the prosthesis are positioned in such a way that the SHP
wrist is resting on the table while the SHP itself is suspended
in the air. The subject is isolated and has to grip a graduated
cylinder with the SHP. The cylinder is covered with a p150
sandpaper to favour grip, and it is 20 cm long. The experimenter
verifies the consistency of hand grip across trials and subjects by
ensuring that each participant grasps the cylinder in the middle.
Figs. 4(c) and 5(c) show the setup of the experiment. When the
experiment starts, the experimenter disturbs the cylinder grasp
with random tactile cues on the cylinder. Then, the experimenter
slightly opens the SoftHand with the PC randomly after twenty
seconds from the experiment start, and the cylinder begins to
slip. The subject is asked to detect the slippage from the random
tactile cues and regrip the cylinder before it falls using the EMG
sensors without moving the handle or the prosthesis from the
table. The cylinder has a graduated scale to measure the amount
of slippage (cm). The experiment is video recorded to evaluate
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the reaction time and slip. The experiment is repeated five times
for each experimental condition (with the VIBES and without
it). The amount of slip is computed from the graduated cylinder,
given a reference point on the robotic hand:

Slip = xstart − xfinish, (2)

Where xstart is the point at which the SHP initially grasps the
cylinder, and xfinish is the point in which the SHP grasps the
cylinder after slippage. If the cylinder falls, the slip is computed
considering only the starting point of the grasp. The reaction time
is computed by analyzing the video recorded and computed as
the difference between the time at which the SHP starts to open
by the experimenter control and the time at which the SHP starts
to close by the subject control.

4) Questionnaires: Two questionnaires are administered to
the subjects following the experiments. The NASA RTLX eval-
uates the workload through six questions rated with a score from
0 to 20 [29]:
� “How mentally demanding was the task?” (mental de-

mand);
� “How physically demanding was the task?” (physical de-

mand);
� “How hurried or rushed was the pace of the task?” (tem-

poral demand);
� “How successful were you in accomplishing what you were

asked to do?” (performance);
� “How hard did you have to work to accomplish your level

of performance?” (effort);
� “How insecure, discouraged, irritated, stressed, and an-

noyed were you?” (frustration).
A 0 rate represents very low, while 20 signifies very high,

except for the performance in which 0 means perfect perfor-
mance, and 20 means failure. Table V shows the 16 questions
of the qualitative questionnaire evaluated on a 7-point Likert
scale, ranging from 1 (totally agree) to 7 (totally disagree).

5) Rubber Hand Illusion Experiment: The RHI is generated
on the left arm of the subject. The participant watches the
experimenter randomly touching the SHP thumb and index
fingers IMUs while the HP actuators on the residual limb vibrate
accordingly. The participant sits on a chair in a quiet room and
does not wear the prosthesis. The actuators are positioned on
the residual limb with the bracelet used for the able-bodied
participants. The SHP is positioned in an anatomically correct
position on a table in front of the participant. The shoulder of the
user and the proximal end of the SHP on the table are covered
with a cloth. The RHI is assessed on the left residual arm in four
experimental conditions:
� Synchronous Feedback (SF): the HP actuators vibrate syn-

chronously to the acceleration detected by the IMUs on the
index and thumb fingernail, and the subject watches the
experimenter randomly touching the IMUs on the SHP;

� Asynchronous Feedback (AF): the HP actuators vibrate
with 500 ms of delay with respect to the acceleration
recorded from the IMUs on the index and thumb fingers.
The subject watches the experimenter randomly touching
the SHP and the IMUs on the SHP. A 500 ms delay is
chosen since previous studies have shown that this duration

effectively reduces illusory experiences when implement-
ing visuotactile feedback [33], [34], [35];

� Visual Only (VO): the experimenter randomly touches the
IMUs on the SHP while the HP actuators are not active.

� Fixation (F): the SHP is covered, and the HP actuators are
not active. The subject’s gaze is fixed on a point on the
table positioned just beyond the prosthetic hand.

As a control, the RHI is also generated in a fifth experimental
condition, Contralateral (CL), with the contralateral intact limb
in the RHI traditional protocol with the right arm hidden inside a
box and a right SHP in place of the hidden hand. In this case, the
experimenter randomly touches the real right thumb and index
fingers and simultaneously the corresponding thumb and index
SHP fingers. The AF, VO, F, and CL are control experimental
conditions. The experimental conditions are presented randomly
to the subject in three trials for 180 seconds each (Huynh
et al. [35]). A 1-minute interval of inactivity, during which the
subject fixates on a mark on the table, is provided before and after
each trial. Following each trial, the subject completes a subjec-
tive questionnaire containing nine statements. Each statement
can be assessed using a seven-point visual analogue scale, which
spans from ′strongly disagree ′ (−−−) to ′ strongly agree′

(+++). The nine statements are reported in Table I. The initial
three statements evaluate ownership, while the remaining six are
included as controls to assess task compliance and suggestions
(Marasco et al. [16]).

D. Data Analysis

1) Active Texture Identification Experiment: Confusion ma-
trices and accuracy metrics, as outlined in the work by Grandini
et al. [36], are used to assess the subject’s performance. A
Friedman test is used to compare the two modalities.

2) Fragile Object Experiment: The average reaction time,
the average number of regrips per participant, and the total
number of broken objects of the participants are computed. A
Friedman test is used to compare execution time, broken objects,
and the number of regrips with and without the VIBES.

3) Slippage Experiment: The average reaction time, the av-
erage slip per person, and the total number of fallen cylinders
are computed. A Friedman test is used to compare the number
of fallen cylinders, the reaction time and the amount of slip with
and without the VIBES.

4) Questionnaires: We compute the NASA RTLX index for
each experiment by transforming scores to a 0 to 100 scale,
calculating the mean, and identifying the average among partic-
ipants. Furthermore, we employ the Lilliefors test to assess the
normal distribution of NASA RTLX scores. Consequently, we
perform a paired two-sample t-test to compare the results with
and without dual feedback of the NASA RTLX scores.

About the qualitative questionnaire, we compute the mean
and the standard deviation of the scores of the ten participants.

5) Rubber Hand Illusion Experiment: The RHI results are
analyzed based on Marasco et al. analysis [16]. The numerical
values for each question are averaged across three trials of each
experimental condition. To calculate 95% confidence intervals
(CIs), we use a multiple comparisons procedure with Tukey’s
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TABLE I
RHI: LIST OF THE NINE STATEMENTS OF THE RHI SUBJECTIVE QUESTIONNAIRE

Fig. 6. System validation - active identification experiment: confusion ma-
trices with and without the VIBES. Stimuli in descending roughness order,
from 1 (P60) to 5 (P1000) (please refer to Section III-B). The row and column
summary displays the percentage of correctly classified and incorrectly classified
observations for each true or predicted class.

honestly significant difference criterion, implemented in Matlab
(MathWorks Inc., Natick, USA). Errors are pooled across all the
experimental conditions and questions to have conservative CIs.
Statements are considered significantly different if their CIs do
not overlap [16].

E. Results

1) Active Texture Identification: Able-bodied - About able-
bodied participants, two outliers out of twelve were identified,
exhibiting low sensitivity to texture on the forearm (i.e. the
subjects did not perceive significant stimuli on the forearm),
resulting in an exclusion rate of 17%. Results of ten subjects are
presented through two confusion matrices reported in Fig. 6, one
for each experimental condition, with the relative discrimination
accuracy for each sandpaper. The correct answers of all tests
are reported in the diagonal. The confusion matrices show an
improvement in sandpaper matching when the subject wears the
feedback device compared to without feedback. The average
relative accuracy without the VIBES was 50% (SD 15%), while
the average relative accuracy with the VIBES was 62% (SD 9%).
The chance level was 20%. A Friedman test was used to compare
the two modalities, considering 5 trials for each sandpaper type.

Fig. 7. Pilot experiments - active identification experiment: confusion matrices
with and without the VIBES. Stimuli in descending roughness order, from
1 (P60) to 5 (P1000) (please refer to Section III-B). The row and column
summary displays the percentage of correctly classified and incorrectly classified
observations for each true or predicted class.

A significant difference was found (p < 0.05) between the two
conditions. Thus, the performance in actively identifying the
matching sandpaper of the 10 subjects with the VIBES is sig-
nificantly better than without it. We performed Wilcoxon signed
rank tests between the scores obtained with the VIBES and those
obtained without it, referred to each sandpaper type. In post-hoc
analysis, we compared the scores of each sandpaper type using
a two-tailed Wilcoxon signed-rank test with false discovery rate
(FDR) adjustment through the Benjamini-Yekuteli correction.
The analyses revealed statistically significant differences be-
tween texture 1 and texture 5, and texture 2 and texture 5 for
both experimental modalities. Significant differences were also
found between texture 3 and texture 5 and texture 4 and texture
5 in the without the VIBES experimental condition, and texture
1 and texture 3 and texture 1 and texture 4 in the with the VIBES
experimental condition.

Prosthetic User - The results of the Active Texture Identifi-
cation experiments of the prosthetic user are shown in Fig. 7.
The confusion matrices show a major improvement in sandpa-
per identification when the subject wears the feedback device
compared to without feedback. The overall accuracy with the
VIBES was 52%, and without the VIBES was 40%.
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TABLE II
PILOT EXPERIMENTS - FRAGILE OBJECT EXPERIMENT: TIME TO MOVE THE

FRAGILE OBJECTS AND NUMBER OF BROKEN EGGS WITH AND WITHOUT THE

FEEDBACK SYSTEM

TABLE III
PILOT EXPERIMENTS - SLIPPAGE EXPERIMENT: REACTION TIME, NUMBER OF

FALLEN CYLINDER AND SLIP

2) Fragile Object Experiment: Able-bodied - With the
VIBES, the average time to move the fragile object was 3.7 s, and
the number of broken fuses was 41 with 0.46 average regrips.
Without the VIBES, the average time to move the fragile object
was 3.8 s, and the number of broken fuses was 41 with 0.7
average regrips. Thus, the number of broken fuses was the same
with and without the VIBES. The average time to move the
object and the average regrips were slightly lower with the
VIBES compared to without it. From the Friedman tests, no
statistically significant difference (p>0.05) was found between
the use of the VIBES feedback and without the VIBES for
all experimental outcomes measures (time to move the fragile
object, number of broken fuses and number of regrips).

Prosthetic User - About the prosthetic user, Table II shows the
results of the Fragile Object experiment. The feedback resulted
in a decrease in the total time needed for the ten trials, from
74.1 s to 54.8 s, and an increase in the number of broken eggs,
from 3 to 6. Regarding the regrips, 2 were detected without the
VIBES and 1 with the VIBES.

3) Slippage Experiment: Able-bodied - The experimental
outcome measures were the number of fallen cylinders, the
amount of slip, and the reaction time. With the VIBES, the
average reaction time was 0.55 s, with 29 fallen cylinders and
an average slip of 7.7 cm. Without the VIBES, the average
reaction time was 0.7 s, with 33 fallen cylinders and an average
slip of 7.6 cm. The number of fallen cylinders and the reaction
time were lower when the VIBES was active. The average slip
was slightly lower without the VIBES. No significant difference
(p>0.05) was found in the VIBES modality compared to the
without VIBES modality in all experimental outcome measures
(i.e. number of fallen cylinders, reaction time and slip).

Prosthetic User - Table III reports experimental results of the
porsthetic user participant.

TABLE IV
SYSTEM VALIDATION AND PILOT EXPERIMENTS - NASA RTLX INDEX FOR

EACH EXPERIMENT

The number of fallen cylinders was the same in both modali-
ties. The medium slip with the VIBES was 4.6 cm, while it was
3.58 cm without. The average reaction time was lower with the
VIBES (0.31 s) compared to without it (0.34 s).

4) Questionnaires: Able-bodied - Results of the NASA
RTLX workload assessment are reported in Table IV. The NASA
RTLX scores to asses the overall workload were lower with the
VIBES compared to without it in all validation experiments.
The Lilliefors test confirmed that the NASA RTLX scores were
normally distributed. Additionally, the paired two-sample t-test
showed no significant differences between the VIBES and non-
VIBES conditions in all experiments (p>0.05). For a detailed
report on the NASA RTLX results for each question across the
three experiments with able-bodied participants, please refer to
Fig. S1 in the Supplemental Materials. Overall, in the three ex-
periments, mental demand was higher or equal with the VIBES
compared to without it, while physical and temporal demands
were lower or equal with the VIBES. Performance was perceived
as better without VIBES in the Active Texture Identification
and Slippage Experiments, but worse without the VIBES in the
Fragile Object Experiment. Effort was consistently higher with
VIBES across all experiments. Frustration was lower with the
VIBES in the Active Texture Identification and Fragile Object
Experiments, but higher in the Slippage Experiment Table V
shows the results of the qualitative questionnaires with the mean
and the standard deviation of the scores of each question for the
able-bodied subjects.

Prosthetic User - About the prosthetic user, the SUS ques-
tionnaire resulted in a positive score of 77.5 (average SUS score
of 68 at the 50th percentile).

Results of the Qualitative Questionnaires evaluated on 7-point
Likert scale are reported in the last column of Table V. The
VIBES resulted easy to wear and use, and the subject did
not perceive any improvements or deterioration of the perfor-
mance with the VIBES in discriminating textures or detect-
ing slippage. However, the subject perceived that the VIBES
did not allow for improved grasp efficacy. The subject pre-
ferred to receive stimuli at the same body location (e.g. A
condition). Results of the NASA are reported in Table IV and
showed a slight increase in the workload when the VIBES was
active.

5) Rubber Hand Illusion Experiment: Prosthetic User - Re-
sults of the RHI subjective questionnaire are reported in Fig. 8.
Significance was judged by non-overlap of credible intervals.
All the illusion statements for the Synchronous Feedback and
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TABLE V
SYSTEM VALIDATION EXPERIMENTS - QUESTIONNAIRES: RESULTS OF THE QUALITATIVE QUESTIONNAIRES EVALUATED ON A 7-POINT LIKERT SCALE (1:

STRONGLY DISAGREE, 7: STRONGLY AGREE)

Fig. 8. RHI: Results of the qualitative questionnaire for the five experimental conditions; error bars indicate 95% CI (±0.43) from a multiple comparisons
procedure. Significance judged by non-overlap of CI. Statements 1–3 = predicted phenomena (please refer to Table I). Statements 4–9 = controls. Each of the
nine statements was assessed using a seven-point visual scale, which spans from ‘strongly disagree’ (−−−) to ‘strongly agree’ (+++).

Asynchronous Feedback experimental conditions were signif-
icantly higher than the control statements. No significant dif-
ferences exist between the Synchronous and Asynchronous
conditions (with overlapping credibility intervals), except for
control statements 4 and 7. In the Visual Only condition, the
illusion statements were higher than the control statements
except for statement number 7. In the illusion statements number
1 and 2, the VO condition was significantly different from the
Synchronous Feedback condition. No significant difference was
found between VO and AF in statements number 2 and 3, while
AF was significantly different from VO in the first statement.
In the CL condition, the subject did not experience ownership,
except for statement number 2, even if the RHI was administered
with the traditional protocol.

V. DISCUSSION

Overall, our study seems to reveal an improvement in texture
perception achieved through the VIBES feedback without caus-
ing discomfort. It remains neutral in influencing slip detection or
fragile object movements. The notable increase in embodiment
warrants further investigation with a larger subject pool.

A. Psychophysical Characterization

The System Characterization of the VIBES revealed consis-
tent behaviours among able-bodied subjects when discriminat-
ing roughness stimuli on the forearm with actuators positioned
on the A and the B experimental conditions. The JND was
58.79 μm in the A experimental condition and 64.10 μm in
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the B experimental condition. Perception was not affected by
the position of the actuator on the forearm skin. It should be
noted that the JND results are in accordance with the results
obtained by passive exploration of texture on the index finger-
tip (JND of 87.30 μm), reported in Section III and described
in our previous work [18]. Various subjects exhibit different
sensitivities to stimuli, yet the behaviour remains consistent
within each condition. Despite these differences, the total Just
Noticeable Difference (JND) in each condition is consistently
low, indicating that subjects can effectively distinguish between
stimuli.

About the Pilot Experiments, the Psychophysical Character-
ization Experiment with a prosthetic user produced positive
results, revealing a Just Noticeable Difference of 44.07 μm,
lower than the one for able-bodied subjects.

B. Active Texture Identification Experiment

The System Validation of the VIBES with able-bodied partic-
ipants revealed significant improvements in the performance in
the Active Texture Identification Experiment with an accuracy
of 62% in recognizing the matching sandpaper with the VIBES
compared to 50% without the VIBES. Thus, the subjects were
able to recognize the texture better with the VIBES than without
it. The prosthetic user participant could also better identify the
sandpaper presented with the VIBES feedback than without it
in the Active Texture Identification Experiment. Indeed, the
accuracy with the vibrotactile feedback was 52% compared
to 40% without the feedback. This outcome emphasizes that
the 10 subjects effectively utilized and comprehended the de-
vice’s primary function of transmitting texture information. We
acknowledge the exclusion of two participants, resulting in a
reduction of the sample size to 10, representing a 17% exclusion
rate. Nevertheless, the positive outcomes observed in the study
remain encouraging, although future investigations are needed
to further strengthen the conclusions of our work. Subsequent
investigations will delve deeper into this aspect, with efforts
to increase the number of participants. Indeed, the variation in
skin innervation between the forearm and hand could account for
the presence of two outliers between able-bodied participants.
These two subjects identify texture stimuli on the index finger
but exhibit very low sensitivity on the forearm. Also, it’s worth
mentioning that the active texture exploration in this experi-
ment involved muscle contraction (including raising the handle),
potentially decreasing the sensitivity of the subjects compared
to the Psychophysical Characterization Experiment [18]. As a
result, we opted to exclude the two participants from the experi-
ment. Future investigations will further explore this aspect, with
efforts to increase the number of participants.

The choice of sandpapers remained consistent with the Sys-
tem Characterization Experiment. They were specifically se-
lected to align with the method of constant stimuli, ensuring that
the reference stimulus (texture 3) is easily distinguishable from
stimulus 1 and stimulus 5. Consequently, there may be notable
distinctions in identifying texture 1 and texture 2 compared
to texture 5. While the experiments present promising results,
attaining 100% accuracy proved unfeasible. It’s worth noticing

that even able-bodied individuals may not achieve 100% accu-
racy in discriminating similar roughness using their own fingers
(Motamedi et al. [37]). Note that in the Active Texture Iden-
tification experiments, both prosthetic users and able-bodied
individuals demonstrated an ability to identify matching sand-
paper textures without feedback, surpassing chance levels. This
outcome might be attributed to the propagation of intrinsic and
extrinsic feedback in recognizing different textures (Amoruso
et al. [19]). Although the SoftHand Pro incorporates damping
elements, it is conceivable that the transmission of vibrations
through the socket or the handle may have influenced partici-
pants’ perception. Further investigations are needed to explore
this aspect in more detail.

C. Fragile Object Experiment and Slippage Experiment

In the Fragile Object Experiment and Slippage Experiment
with able-bodied subjects, no significant differences were found
in the two experimental conditions (with the VIBES and with-
out the VIBES). Improved performances in terms of times to
perform the tasks and number of regrips were found in the
Pilot Fragile Object Experiment with the VIBES. However, an
increase in broken fuses (from 3 to 6) was also noticed. About
the Slippage Experiment, the same number of cylinders slipped
with the VIBES and without it, but the reaction time and the
slip were lower with the VIBES compared to without it. Based
on these findings, it seems that VIBES had neither a positive
nor negative impact on the dexterity and manual usability of the
prosthesis user, accordingly to Raveh et al. results [10]. While
the results of the tasks yielded neutral outcomes, it is crucial to
underscore that the primary objective of these tasks was to assess
the effects of the device in diverse scenarios beyond texture
recognition, with the intent of identifying potential positive or
negative implications. Consequently, no adverse effects were
observed on either performance or user experience, indicating
that the device had no discernible influence in these particular
scenarios. In these experiments, alternative feedback may be
used for slip detection and delicate object manipulation. Paired
with our WISH device, a soft pneumatic system delivering
contact and grip force cues, the VIBES can transform the SHP
into a versatile prosthesis with dual haptic feedback options
(Barontini et al. [31]).

D. Questionnaires

Based on prosthetic user feedback, the VIBES provided an
intuitive experience, supported by a high SUS questionnaire
score, a promising sign of usability and satisfaction. Neverthe-
less, the user did not discern any notable differences in texture
discrimination or slip detection performance. Additionally, the
user perceived that the VIBES did not contribute to the improve-
ment of grasp efficacy.

Regarding the able-bodied participants, despite the perfor-
mance improvement shown in Fig. 6, the lack of reported
awareness of this improvement in the results of the Qualitative
Questionnaire (Table V) prompts further investigation. One pos-
sible explanation is that a non-intrusive stimulus allows subjects
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to concentrate solely on the task without distractions. Conse-
quently, they may unknowingly integrate the stimulus informa-
tion into the discrimination process. Alternatively, individual
differences in sensory perception thresholds may contribute
to variations in the perception of the stimulus enhancement
among subjects. Additionally, factors such as cognitive load,
attentional allocation, and task demands could affect subjects’
ability to detect subtle changes in sensory stimuli. However,
these explanations are speculative, and further investigations are
needed to clarify the underlying mechanisms and validate these
hypotheses. Furthermore, able-bodied participants reported that
the device did not aid in detecting slippage, and there were no
significant differences in grasp efficacy performance.

Regarding workload, there was a slight decrease for able-
bodied individuals and an increase for prosthetic users. Among
the able-bodied participants, the task with a higher workload
was the Slippage experiment, whereas, for the prosthetic user,
it was the Fragile Object Experiment. Given the comparable
NASA RTLX and NASA-TLX indices, all experiments for
able-bodied participants showed workloads similar to driving
activities (Byers et al. [38], Grier et al. [39]. The prosthetic
user’s workload was lower and comparable to routine activities
such as conversation, telephone inquiries, and use of home
medical devices [39]. Hence, the VIBES doesn’t require the
user’s full attention, underscoring the system’s intuitiveness.
However, the subjective nature of the results underscores the
need for additional testing.

E. Rubber Hand Illusion Experiment

In the evaluation of SHP embodiment within the Rubber Hand
Illusion Experiment, a substantial enhancement in embodiment,
notably in the ownership domain, was observed with the in-
clusion of the VIBES compared to its absence. This significant
increase is consistent with findings reported in previous stud-
ies [15], [16]. These results underscore the positive implications
of integrating the VIBES into the SHP, especially considering
the pivotal role of embodiment in addressing prosthetic abandon-
ment rates. Notably, the prosthetic side demonstrated superior
performance compared to the contralateral side, possibly influ-
enced by the participant’s limb agenesis. Despite the adherence
to an asynchrony time that reduced the illusionary experience
in past studies [33], [34], [35], in the Asynchrony feedback
condition responses indicated that the illusion persisted. These
outcomes emphasize the necessity for future studies involving
a larger sample size. Such investigations could offer more pro-
found insights into the effects of feedback on the SHP embodi-
ment.

VI. CONCLUSION

This study characterizes, validates, and tests the VIBES
device - a vibrotactile integrated feedback system designed to
convey texture and contact cues to prosthetic users. In compar-
ison to our previous study [18], the VIBES was here character-
ized in an experiment with 10 able-bodied subjects. Positive
outcomes in tactile cue discrimination were observed across
two experimental conditions (referred to as A and B) designed

to test actuator positioning. Moreover, active texture identifi-
cation experiments involving a prosthetic user and able-bodied
participants indicate that VIBES effectively transmits texture
feedback in active tasks. The study investigated the effects
of VIBES beyond texture recognition through Fragile Object
and Slippage experiments. Despite yielding neutral results, no
noticeable improvements in performance or user experience
were detected. Additionally, questionnaire responses from a
prosthetic user indicated no discernible differences in texture
discrimination or slip detection performance, nor any perceived
improvement in grasp efficacy. Regarding workload, there was a
slight decrease observed for able-bodied individuals, contrasting
with an increase for prosthetic users. Nevertheless, the system’s
workload remained comparable to routine activities, suggesting
its intuitiveness. Notably, prosthetic user embodiment increased
with VIBES in a Rubber Hand Illusion experiment. Further
research is essential to comprehensively evaluate the device’s
effectiveness and potential.
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