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Perceiving Synchrony: Determining Thermal-Tactile
Simultaneity Windows

Takuya Jodai , Lynette A. Jones , Fellow, IEEE, Masahiko Terao, and Hsin-Ni Ho , Member, IEEE

Abstract—In cutaneous displays in which both tactile and ther-
mal signals are presented, it is important to understand the tem-
poral requirements associated with presenting these signals so that
they are perceptually synchronous. Such synchrony is important
to provide realistic touch experiences in applications involving
object recognition and social touch interactions. In the present
experiment the temporal window within which tactile and warm
thermal stimuli are perceived to occur at the same time was deter-
mined. A Simultaneity Judgment Task was used in which pairs of
tactile and thermal stimuli were presented on the hand at varying
stimulus onset asynchronies, and participants determined whether
the stimuli were simultaneous or not. The results indicated that
the average simultaneity window width was 1041 ms. The average
point of subjective simultaneity (PSS) was−569 ms, indicating that
participants perceived simultaneity best when the warm thermal
stimulus preceded the tactile stimulus by 569 ms. These findings
indicate that thermal and tactile stimuli do not need to be displayed
simultaneously for the two stimuli to be perceived as being syn-
chronous and therefore the timing of such stimuli can be adjusted
to maximize the likelihood that they will both be perceived.

Index Terms—Cutaneous displays, multimodal haptic interfaces,
simultaneity judgments, simultaneity window, thermal sensing.

I. INTRODUCTION

TOUCH provides critical information about objects and
surface texture during manual exploration and conveys

emotions that are essential for interpersonal communication [1].
However, direct physical contact is not always possible when
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people are remotely located, experiencing health issues, or so-
cially isolated. Addressing this gap, recent technological ad-
vancements have led to the development of cutaneous displays
capable of digitally replicating and transmitting cutaneous sen-
sations. These displays have the potential to expand the capabili-
ties of current audiovisual communication systems and enhance
the communication experience for users of mobile devices,
wearable technology, and virtual reality.

Tactile contact is a multifaceted experience, encompassing
both mechanical and thermal elements. Mechanical interaction
with the touched surface leads to skin deformation, while ther-
mal interaction results in changes in skin temperature. These
physical changes activate specific mechanoreceptors and ther-
mal receptors within the skin, giving rise to tactile and thermal
sensations which are instrumental in discerning the state, texture,
and material properties of the touched surfaces. Accordingly, a
holistic digital touch experience should be able to capture these
rich sensory experiences, offering simultaneous and synergistic
thermal and tactile feedback. When used to assist with object
recognition in teleoperation and virtual environments, thermal
feedback can provide information about the material composi-
tion of objects, while tactile feedback can convey cues related to
surface texture [2], [3]. In social touch applications, the addition
of thermal feedback offers cues associated with psychological
warmth and animacy [4], [5].

Several studies have explored the integration of thermal and
tactile feedback within a single display, focusing primarily on
hardware development and control algorithms [6], [7]. However,
simply integrating thermal and tactile feedback in a display is not
sufficient due to significant challenges in effectively presenting
temperature and tactile information. Recent studies have shown
that concurrent tactile stimulation can influence thermal identifi-
cation: vibrotactile stimuli often mask the perception of thermal
stimuli when presented simultaneously [8]. Furthermore, the
temporal and spatial properties of the thermal and tactile senses
differ markedly; the thermal sense is slower and more spatially
diffuse compared to the tactile sense. Therefore, the perceptual
outcome of presenting thermal and tactile feedback concurrently
is not straightforward. These challenges indicate that systematic
investigation of the sensory interactions between thermal and
tactile inputs is crucial for such feedback to be effectively
implemented for communication purposes.

The tactile and thermal sensory systems are independent
modalities in terms of their underlying neurophysiological
structures. They possess distinct receptors, separate ascending
pathways to the brain, and different cortical processing areas.
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Mechanoreceptors, characterized by their distinct morphologies,
are situated within both the epidermal and dermal layers of
the skin. In contrast, thermal receptors, which are free nerve
endings, exhibit a differentiated distribution: cold receptors are
found in the epidermis, whereas warm receptors are located
in the dermis [9]. The somatosensory cortex processes tactile
sensations [10], whereas the insula is primarily responsible for
thermal sensations [11]. The neural transmission latency for
tactile stimuli is much shorter than that for thermal stimuli,
with 20–60 ms for tactile stimulation [12], 140–200 ms for cold
stimulation [13], and 280–356 ms for warm stimulation [14].
This means that simultaneous tactile and thermal cues will not
reach the cortex at the same time and so are not necessarily
perceived as concurrent.

From a perceptual viewpoint, there are also considerable dif-
ferences in their temporal and spatial properties [10]. Reaction
times for tactile stimuli are much faster than those for thermal
stimuli. On the fingertip, the simple reaction time for tactile
stimuli has been reported to be 182 ms (SD: 16 ms) [15], whereas
for thermal stimuli reaction times are much slower and differ for
warmth and cold [16]. The reaction time has been estimated to
be approximately 938 ms (SD: 266 ms) for warm stimuli and 529
ms (SD: 87 ms) for cold stimuli [17] when they are applied to the
hand. These varying reaction times are due in part to differences
in neural transmission velocities, with the conduction velocity
of cold afferent fibers (5–15 m/s) being considerably faster than
that of warm afferent fibers (1-2m/s) [18]. These afferent fibers
are in turn much slower than those of mechanoreceptor afferents,
whose conduction velocities are approximately 80m/s [10].

For spatial processing, it is known that the thermal sensitivity
of skin differs from that for touch. In particular, on the hand
tactile sensitivity increases in a proximal to distal direction,
whereas thermal sensitivity increases in a distal to proximal
direction, which means that the skin on the wrist is more sensitive
to changes in temperature than the skin on the fingertips [19].
Thermal and tactile sensations also differ in their spatial res-
olution. The thermal sense is diffuse and incapable of provid-
ing precise spatial information, primarily because it integrates
spatially separate inputs. Consequently, our capacity to localize
and distinguish spatially distinct thermal inputs is limited [20],
[21]. Studies have shown that the localization error for thermal
stimuli is much larger than that for tactile stimuli [22], [23],
and that localization accuracy is greater for cold as compared
to warm stimuli [24]. Based on these differences in thermal and
tactile perception, it is important to understand the interactions
that occur between thermal and tactile stimuli when they are
presented simultaneously.

There has been relatively little research on understanding
the temporal requirements associated with presenting tactile
and thermal cues simultaneously in displays. Although it has
been shown that thermal cues can be completely masked by
high intensity vibration when presented concurrently, they do
become perceptible when a brief delay is added to the onset
of the vibratory stimulus relative to the thermal cue [8]. This
suggests that the timing of stimuli can be adjusted to maximize
the likelihood that they will both be perceived, but at the same
time are perceptually synchronous. The temporal window within

which stimuli are perceived to occur at the same time is known
as the simultaneity window. It has been extensively studied in
vision and audition, where it has been important to understand
how delays impact perceptual reliability and saliency [25]. For
audiovisual stimuli related to speech perception, for example,
perceived simultaneity is maximal if visual cues precede the
auditory signals by approximately 120 ms [26], [27].

With the pervasive use of virtual buttons and keys on touch-
screens comes the requirement to understand the temporal fea-
tures required when presenting audio and tactile cues so that
there is a realistic user experience. The presence of perceptu-
ally synchronous audio cues has been shown to enhance the
perceived quality of such touch interfaces [28], [29]. In an ex-
periment involving virtual buttons, Brahimaj et al. [30] reported
that when an audio signal was presented first, a delay of 40 ms
resulted in the audio and tactile cue being perceived as being
synchronous, whereas when the haptic cue was presented first
synchronicity was perceived at a delay of 109ms. This increased
sensitivity to delays in the tactile modality was interpreted in
terms of daily experience in which we generally feel the tactile
cue associated with contacting a button or switch prior to hearing
any response. It was proposed that these threshold values could
be used in the design of virtual buttons, with the caveat that
audio cues should not be presented prior to tactile cues given
the stringent temporal requirements for perceived audio-tactile
synchronicity.

There has also been research on the perceptual simultaneity
of different tactile cues such as vibration and impact forces,
which is relevant to rendering multimodal haptic feedback. Park
and Choi [31] found that the point of subjective simultaneity
(PSS) for vibration and force pulses delivered by a handheld
device varied as a function of the frequency (40–250 Hz) and
duration (50–200 ms) of the vibration. The PSS decreased as the
frequency increased from 40 to 250Hz. However, the order of
the two stimuli for perceived simultaneity (i.e. whether vibration
or the force pulse came first) varied with both frequency and
duration.

To provide a realistic touch experience, cutaneous displays
should offer synergistic thermal and tactile sensations. This is
particularly important in applications involving object recogni-
tion and social touch interactions, where touch typically involves
contact with a surface, entailing concurrent thermal and tactile
inputs. In daily experience, we do not perceive a delay in thermal
information, despite the longer processing time as compared to
tactile information. This suggests that the brain compensates for
these delays, forming a unified perception of the touched surface.
Understanding this temporal integration is crucial for designers
of cutaneous displays, particularly when specifying presentation
intervals that create a realistic impression of a surface and to
avoid effects such as masking.

The focus of the present research is on the perception of
simultaneity for thermal and tactile stimuli and in particular de-
termining the temporal window within which they are perceived
to occur at the same time. In a recent study, we investigated
the simultaneity window for a cooling stimulus delivered to
the hand concurrently with a tactile input [32]. Specifically,
we determined the time interval within which these inputs are
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perceived as simultaneous and merged into a single perceptual
event. The simultaneity window’s width was 639 ms, ranging
from −561 ms to 78 ms and the point of subjective simultaneity
(PSS) was at −242 ms, indicating that participants perceived
simultaneity best when the thermal stimulus preceded the tactile
stimulus by 242 ms. In the experiment described in this paper
we have further explored tactile-thermal interactions by mea-
suring the simultaneity window for a warm thermal stimulus
and tactile pulse. Given the differences in neural conduction
velocity and transmission latency between the cold and warm
sensory systems, we expect that the simultaneity window and
PSS for warm tactile stimuli will differ from those measured for
cold tactile inputs. It is also possible that the properties of the
simultaneity window itself vary for cold and warmth.

II. DEVICE DEVELOPMENT

A cutaneous display that can present both thermal and tactile
stimuli to the thenar eminence on the hand was used in the
experiment. The stimuli were generated and the display con-
trolled using data acquisition modules (DAQ) (AIO-160802AY-
USB, Contec Inc). The DAQ driver (API-AIO (WDM), V7.70,
Contec Inc) enabled command execution in Python3 within the
Anaconda framework. The display was programmed to output
an analog signal for temperature and a digital signal for tactile
stimulation at varying intervals of stimulus onset. Two thermal
outputs were generated: a warming stimulus of +5 ◦C for each
experimental trial and a constant stimulus during the inter-trial
interval that ensured that the participant’s baseline skin tempera-
ture was maintained. To ensure safety, the system was designed
with safeguards to avoid temperature deviations below 15 ◦C
or above 45 ◦C, both of which result in pain and potential skin
damage [19].

A. Apparatus

1) Peltier Module: A 30-mm square Peltier device (430533-
502, Laird Thermal Systems, Inc.) with a central hole (14.4 mm
diameter) was chosen to present thermal stimuli, as this enabled
the co-location of tactile and thermal stimulation. To dissipate
heat from the Peltier module’s backside, an air-cooled heat sink
was utilized. A 14.1 mm× 16.0 mm hole was cut in the middle of
the heat sink to fit the solenoid used to deliver tactile stimulation
(see Fig. 1). The solenoid was fixed to the heat sink using a
clay-like adhesive together with double-sided tape. To safeguard
against excessive thermal exposure to other areas of the hand,
felt material was applied to the surface of the display, effectively
bridging the space between the heat sink and the Peltier module.

2) Thermisors: Three thermistors (56A1002-C8, Alpha
Technics) each with a diameter of 457 μm and a length of 3.18
mm were used to record temperature. Thermistor T1 recorded
the temperature of the Peltier module and was covered with
a buffer material to avoid direct skin contact. Thermistors T2
and T3 measured the skin temperature of the participant and
the temperature at the point where the skin made contact with
the device, respectively. T2 was placed proximal to the Peltier
module, and served as a baseline reference for skin temperature,
unaffected by the thermal display’s temperature fluctuations. T3

Fig. 1. Schematic illustration of the experimental setup with the Peltier module
and solenoid shown. The hand is positioned above the display and the locations
of the three thermistors T1, T2, and T3 are indicated. Adapted from [32].

was placed on top of the device to record the skin-interface
temperature (see Fig. 1).

3) Solenoid: Tactile stimulation was provided by a solenoid
designed for pulsed stimulation (Model CB0730, Takaha Kiko
Co., Ltd). The tip of the solenoid had a diameter of 3.5mm, a
length of 9mm, and a range of motion of 3mm.

B. Stimuli

1) Thermal Stimuli: A warming stimulus of +5 ◦C from the
participant’s baseline skin temperature was presented using the
Peltier module. It was controlled using PI feedback control. The
rate of temperature change was approximately 1.41 ◦C/s. The
+5 ◦C value was selected based on pilot studies in which some
participants reported heat pain (a stinging sensation) at higher
amplitudes.

2) Tactile Stimuli: The solenoid was used to present a single
pulse that deformed the skin. The pulse duration was 10ms, with
a force of approximately 1.4N, which was readily perceived.

C. Improved Accuracy With Consideration of Delays

The ability to detect a change in temperature varies as a
function of the rate at which skin temperature changes. If the skin
is warmed at rates below 0.1 ◦C/s, the threshold for detecting
an increase in temperature is considerably higher than that
measured for faster rates of warming [33]. However, when the
rate is above 0.1 ◦C/s, thresholds remain constant. It has also
been shown that reaction times are not significantly affected by
the rate at which temperature changes over the range of 1.5 to
6.7 ◦C/s [34]. These perceptual properties are important to the
design of the experiment since precise control of the timing of
each stimulus is required. Several delays are unavoidable due to
limitations in hardware and software. Delays occur between the
program command and the DAQ output (D1), between the output
from the DAQ and the Peltier module’s or solenoid’s response
(D2), and then the device’s actual change in skin temperature or
contact force (D3). Given that this study aims to determine the
simultaneity window, these delays must be factored into accurate
estimations of this window.
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TABLE I
ESTIMATION OF THREE TYPES OF DELAYS

Fig. 2. Schematic illustration of the relationship between the SOA specified
in the program and the SOA on the skin when a positive value is assigned to the
SOA, accounting for computer response and delays. Adapted from [32].

1) Delay Estimation: Table I shows the estimation of each
delay.

The command execution time, D1, was measured using the
standard Python library. The delay associated with the tactile
stimulus, D2, was measured using a high-speed camera record-
ing at 1000 frames per second. It was set to 10ms, the timing dif-
ference between the DAQ output and the solenoid’s movement
to reach the halfway point. For thermal stimulation, D2, it was
the time difference between the DAQ output and the onset of the
temperature change, which was estimated by applying a discrete
derivative on the temperature curve and a moving average with
a window size of seven to eliminate noise. The onset of the
temperature change was defined as the point where the derivative
exceeded a specified value in the steady-state temperature. The
delay was estimated to be 120 ms based on four pre-acquired
data sets. D3 was set at 0 ms for both tactile and thermal stimuli.
The former estimate was based on measurements made by
Ujitoko et al. [35] who showed that when a silicone rubber sheet
was indented by a solenoid, the deformation started when the
solenoid was activated (i.e., 0 ms). Accordingly, it was assumed
that the skin deformation delay is negligibly small. The thermal
stimulation presented by the Peltier module was assumed to
change skin temperature essentially simultaneously, so D3 was
set to 0 ms in this analysis [36].

2) Defining Stimulus Onset Asynchronies (SOA) for Skin Re-
sponses: In this experiment, the SOA was defined with respect
to sensing by the skin. A positive (negative) SOA indicates the
tactile (thermal) stimulus is presented prior to the thermal (tac-
tile) stimulus. The relationship between the SOA specified in the
SOA program and the SOA on the skin is shown in Figs. 2 and
3. To present the stimulus at the specified SOA, the relationship
between the SOA set in the program (SOA program) and the
SOA on the skin (SOA) is defined taking into account the D1,
D2, and D3 delays, as shown in (1):

SOAprogram = abs {SOA − (127− 11)ms} (1)

where SOA can be positive or negative.

Fig. 3. Schematic illustration of the relationship between the SOA specified
in the program and the SOA on the skin when a negative value is assigned to the
SOA, accounting for computer response and delays. Adapted from [32].

III. MATERIALS AND METHODS

A. Outline of Experiment

The thermal-tactile simultaneity window was estimated using
the Simultaneity Judgment (SJ) task which entails presenting
pairs of thermal and tactile stimuli with varying SOA. During the
experiment, participants were required to determine on each trial
whether the stimuli were “simultaneous” or “not simultaneous”.
Each participant conducted 220 simultaneity judgments, spread
across 11 SOAs with 20 repetitions. The primary goal was to
construct a bell-shaped probability curve of judgments based
on binary outcomes (i.e., simultaneous and not simultaneous),
from which the simultaneity window could be determined. This
window was defined as the width of the fitted function at the
50% simultaneity response level.

B. Participants

Thirteen participants (five women) took part in the study. They
ranged in age from 21 to 31 years, with a mean age of 22.9 years
(SD: 2.52 years). All participants were in good health, with no
reported skin conditions or hand injuries, and normal thermal
and tactile perception. Prior to participation, each individual
signed an informed consent form, which had been approved by
Kyushu University’s Ethics Committee.

C. Apparatus

The cutaneous display described in Section II was used to
deliver thermal and tactile stimuli to the thenar eminence on
the left (non-dominant) hand as the thenar eminence has the
highest thermal sensitivity in the hand [37]. The participant’s
skin temperature, the device temperature, and the skin-device in-
terface temperature were sampled every 15ms. The presentation
of stimuli, recording of participants’ responses, and adherence
to the experimental procedure were all managed by a custom-
written program developed with the DAQ and its associated
driver. To prevent any potential reduction in skin temperature
caused by airflow from the air-cooling fan, a partition, and base
were constructed from styrofoam as depicted in Fig. 4.

D. Thermal and Tactile Stimuli

The thermal stimulus intensity (ΔT ) was +5 ◦C relative
to each participant’s baseline skin temperature. Owing to con-
straints associated with the PI control, the increase in temper-
ature experienced by participants averaged 4.57 ◦C (SD: 0.20
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Fig. 4. Setup used in the experiment, with the solenoid in the center of the
Peltier module. The area surrounding the Peltier module is covered with felt to
ensure participant comfort. White Styrofoam is used to block air flow. T1, T2,
and T3 indicate the positions of each thermistor. Adapted from [32].

Fig. 5. Temperatures measured at each location as the thermal stimulus is
presented. Blue is the device temperature (T1), green is the skin temperature at a
location away from the Peltier module (T2), and red is the skin-display interface
temperature (T3).

◦C). The mean rate of temperature change was 1.41 ◦C/s (SD:
0.06 ◦C). The participants’ baseline temperature was maintained
at a constant level for 9 s prior to each stimulus presentation.
Fig. 5 shows the temperatures measured by each thermistor
during stimulus presentation.

E. SOA

Eleven SOA ranging from −2000 ms to +1000 ms with a
center of −500 ms were used in the experiment. Positive SOA
indicate that the tactile stimulus preceded the thermal stimulus,
whereas negative SOA indicate that the thermal stimulus came
first. The SOA were −2000 ms, −1500 ms, −1100 ms, −800
ms, −600 ms, −500 ms, −400 ms, −200 ms, 100 ms, 500 ms,
and 1000 ms. These values were selected based on the results
from a pilot study that measured the point of subjective simul-
taneity (PSS). To prevent missing critical data for estimating

the simultaneity window, more observation points were placed
near the expected PSS value of −500 ms. The maximum and
minimum SOA values were defined as those determined to be
out of synchrony on at least 95% of the trials, based on the results
from the pilot experiment.

F. Procedure

Before commencing the experiment, the procedure was ex-
plained to each participant, both verbally and in writing. The
mean skin temperature of the participants at the beginning of the
experiment was 33.1 ◦C (SD: 1.20 ◦C). To maintain as consistent
an initial skin temperature as possible, the participant’s left palm
was placed on a rubber heater, maintained at 33 ◦C, during the
explanation phase. Participants then positioned their left hand
comfortably on the device, ensuring that the thenar eminence
was in the center, on top of the Peltier module and the solenoid.
All thermistors were checked to confirm that they were under
the palmar surface. During the experiment, participants wore
noise-cancellation headphones (Soundcore Life Q20, Anker Inc)
playing white noise. This obscured operational sounds such as
solenoid clicks and ambient noise, thereby aiding concentration
on the task. Additionally, auditory cues were played during each
trial to indicate the start of the trial and the response time.

After explaining the procedure, a practice session was con-
ducted using 8 SOA randomly selected from the 11 thermal and
tactile stimulus pairs used in this experiment. In the practice
session, the experimenter verified whether participants were
able to perceive the stimuli, respond suitably, and adhere to the
experimental protocol.

The main experiment comprised 220 trials, segmented into
five sections, each containing 44 trials of approximately 10 min-
utes duration. Breaks of 2 and 5 minutes were allocated between
the sections during the experiment. Each trial encompassed three
phases: (1) device temperature adjustment to match the partici-
pant’s skin temperature; (2) presentation of both stimuli (tactile
and thermal) according to a pre-determined randomized SOA; if
the SOA was positive, the tactile stimulus was presented first, and
vice versa for a negative SOA, and (3) response phase. Different
sound cues signaled the initial and response phases. Participants
recorded their responses on a numeric keypad, pressing “1” for
simultaneous stimuli and “2” for non-simultaneous stimuli. The
next trial began following the participant’s response.

IV. RESULTS

The proportion of simultaneity judgments was derived from
the binary responses of participants for each SOA. We fitted
the proportion of simultaneity judgments of each participant
using the Gaussian function shown in (2). During the analysis,
it was noted that the simultaneity judgment percentages for
two participants were consistently below 50%. Consequently,
data from these participants were excluded from subsequent
analyses.

f(x) = A · exp

{
− (x− μ)2

2.0 · σ2

}
+B (2)
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Fig. 6. Results from the Simultaneity Judgement Task when tactile inputs are
delivered concurrently with warm stimuli. The gray lines indicate the functions
fitted to the individual participants’ simultaneity judgments. The blue dots
represent the group mean simultaneity judgment at each SOA tested, and the
solid red line is the line fitted to those mean values. The red dotted line and the
shaded area in red indicate the PSS and the simultaneity window derived from
the group mean data, respectively.

To achieve the optimal fit for the data, we utilized a nonlinear
least-squares method via the curve_fit function from the SciPy
library in Python. This enabled the estimation of several param-
eters including the amplitude (A), mean (μ), standard deviation
(σ), and a fitting adjustment parameter (B). An upper limit was
set to ensure that the maximum value of A was close to 1. The
fitting was conducted with x values spanning from −2000 ms to
+1000 ms, incremented in steps of 1ms.

The results are shown in Fig. 6. The curves fitted to the
individual data for the 11 participants are represented by gray
lines. The range of R2, which indicates the goodness of fit of
these curves, is 0.87−0.99. The curve fitted to the group mean
data is represented by a solid red line, along with the window
of simultaneity estimated from the group mean data. One of the
objectives of the present experiment was to determine whether
the PSS and the simultaneity window measured for warm stimuli
delivered concurrently with tactile inputs differed substantially
from those measured for cold stimuli presented synchronously
with tactile inputs. The results from the earlier experiment using
cold stimuli are shown in Fig. 7. A comparison of Figs. 6 and
7 reveals that, while the PSS for both warm and cold stimuli
occurs on the thermal leading side, there is greater individual
variation in the timing of the PSS for warm stimuli than for cold
stimuli. Additionally, the simultaneity window for warm stimuli
is wider compared to that for cold stimuli.

Fig. 8 presents a comparison between warm and cold stimuli,
in terms of the PSS, the simultaneity window, and the proportion
of simultaneity judgments made at the PSS. The mean PSS for
warm stimuli is−569 ms (SEM= 76 ms), in contrast to−245 ms
(SEM = 29 ms) for cold stimuli. A one-sample t-test indicated
that the PSS is significantly different from zero in both the warm
(t(10) = −8.59, p <0.001) and cold conditions (t(10) = −8.40,
p <0.001). Given that the warm and cold conditions involved
different groups of participants, an independent samples t-test

Fig. 7. Results from the Simultaneity Judgement Task when tactile inputs are
delivered concurrently with cold stimuli. The gray lines indicate the functions
fitted to the individual participants’ simultaneity judgments. The red dots repre-
sent the mean simultaneity judgment at each SOA tested, and the solid blue line
is the line fitted to those mean values. The blue dotted line and the shaded area
in blue indicate the PSS and the simultaneity window derived from the group
mean data, respectively. Adapted from [32].

was performed to compare the PSS between these conditions.
The results indicated a statistically significant difference (t(20)
= 4.41, p<0.001, Cohen’s d= 0.59) between the PSS measured
for warmth and cold. These findings show that to achieve the
perception of simultaneity, thermal stimuli must precede the
tactile inputs. Furthermore, warm stimuli must precede tactile
inputs by over 300 ms more than that for cold stimuli to achieve
this perception of simultaneity. The simultaneity window, de-
fined as the width of the fitted function at the 50% simultaneous
response level, is 1041 ms (SEM = 105 ms) for warm stimuli
and 626 ms (SEM = 55 ms) for cold stimuli. An independent
samples t-test was performed to compare the window width
between warm and cold conditions. The results indicate a wider
simultaneity window for warm stimuli compared to cold stimuli
when presented concurrently with tactile inputs (t(20) =−3.49,
p= 0.001, Cohen’s d= 0.53). Lastly, the group mean proportion
of simultaneity judgments at the PSS is 0.89 (SEM = 0.02)
for warm stimuli and 0.91 (SEM = 0.03) for cold stimuli. No
significant difference was found between these proportions.

Note that the results derived from fitting the group mean data
are also presented in Figs. 6 and 7. The PSS and simultaneity
window width were estimated at−633 ms and 1001 ms for warm
stimuli, and −242 ms and 639 ms for cold stimuli, respectively.
These values slightly deviate from the PSS and simultaneity
window calculated from the individual participants’ data, which
are −569 ms and 1041 ms for warm stimuli, and −245 ms and
626 ms for cold stimuli, as shown in Fig. 8. Although both fitting
approaches are used to characterize the PSS and the simultaneity
window in the literature, the mean values calculated from indi-
vidual data offer a more accurate estimation for our dataset. A
detailed examination of the individual curves for warm stimuli,
illustrated in Fig. 6, reveals significant variation in the PSS
across participants. Consequently, utilizing group mean data
(represented by the red solid line) yields an estimation of PSS
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Fig. 8. Group means from fitting the individual data (shown as grey circles): (a) PSS, (b) window width, and (c) proportion of simultaneity judgments at the PSS
when a tactile stimulus was presented with a warm stimulus (red bars) or a cold stimulus (blue bars). The error bars represent the standard errors of the means.
Data for cold stimuli are from [32].

that does not match the higher levels of simultaneity judgment
observed in the individual curves. This discrepancy indicates
that the group mean data-based results may not fully capture
the simultaneity perception of our participants, suggesting a
more precise representation is achieved through analyzing the
individual data.

In addition to the 50% window, other measures such as the
standard deviation (SD) and the Full Width at Half Maximum
(FWHM) window have been utilized in various experiments to
estimate the simultaneity window [38], [39]. The SD, which
indicates the dispersion of data around the mean for a Gaussian
distribution, offers a more conservative estimate of the time
interval for perceiving simultaneity due to its considerably nar-
rower range compared to the 50% window [25]. In contrast, the
FWHM, defined as the spectral width at 50% of the intensity
of the maximum peak, calculated using (3), provides a broader
perspective.

FWHM = 2 · σ
√
2 · ln 2 (3)

Specifically, when the maximum probability of simultaneity
judgments does not reach unity, the simultaneity window es-
timated by the FWHM proves to be wider than that determined
by the 50% criterion. Considering the present data, the SD is
473 ms (SEM = 49 ms), the 50% window is 1041 ms (SEM =
105 ms), and the FWHM is 1115 ms (SEM = 116 ms) for warm
stimuli. For cold stimuli, the SD is 279 ms (SEM = 22 ms),
the 50% window is 626 ms (SEM = 55 ms), and the FWHM is
658 ms (SEM = 51 ms).

V. DISCUSSION

A. Principal Findings

To the best of our knowledge, the experiment described here,
along with the one in our recent study [32], are the first to
investigate the perception of thermal-tactile simultaneity, and in
particular how these differ for warm and cold stimuli delivered
concurrently with tactile stimuli. The substantial differences
between warmth and cold when presented concomitantly with

tactile stimuli are consistent with the known variations in the
temporal properties of the thermal senses, in particular the
different conduction velocities of afferent fibers innervating
the receptors [40] and the relative locations of warm and cold
thermoreceptors in the skin [9], as detailed in the Introduction.

These findings indicate that thermal and tactile stimuli do
not need to be displayed simultaneously for the two stimuli to
be perceived as being presented at the same time, that is, the
PSS does not need to be zero. Provided that the time difference
between the thermal and tactile stimuli is within the simultaneity
window, they can still be perceived as being simultaneous. This
implies that the timing of stimuli can be adjusted to maximize the
likelihood that they will both be perceived, but at the same time
perceptually synchronous. In studies of multi-somatosensory
perception, it has been shown that the ability to perceive in-
dependent channels of communication can be influenced by
the concurrent presentation of other sensory cues [8], [41]. In
particular, when the peaks of a thermal stimulus coincide with
the falling or rising edge of a vibration pulse, the perception
of changes in skin temperature is masked. These changes do
become perceptible, however, if a brief delay is introduced at
the onset of the vibratory stimulus relative to that of the thermal
stimulus [8].

B. Differences Between Warmth and Cold

For both warm and cold stimuli, the PSS shifted towards the
thermal leading side. Specifically, to achieve the perception of
simultaneity, warm stimuli needed to precede the tactile inputs
by over 300 ms more than that for cold stimuli. These findings
are consistent with the concept that the brain accommodates
the differences in processing speed across modalities. Studies
on audio-visual [42], [43], visual-tactile [44], and audio-tactile
simultaneity [45], [46] have also shown that people perceive
simultaneity when the sensory modality with the slower trans-
mission speed precedes the modality with faster transmission.
For audio-visual stimuli such as watching a person speak, simul-
taneity is maximal when the visual stimulus precedes the audio
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by 120 ms [47], although it has been reported that asynchronies
can be detected at times as short as −27 and 38 ms [48].
For audio-tactile stimuli the point of subjective simultaneity is
shifted towards audio delays of 7 ms (−13 to 28 ms) [46].

The width of the simultaneity window was much greater for
warm than for cold stimuli. This disparity is likely because the
sense of cold is better at detecting transient temperature change
than the sense of warmth, as detailed in [16] and [49]. Therefore
it is more challenging to pinpoint the onset of warm stimuli, a
critical factor in the simultaneity judgment task which hinges
on accurately comparing the onset of two stimuli. As a result,
a larger temporal gap is necessary for participants to discern
asynchrony in scenarios involving warm stimuli, resulting in a
wider simultaneity window. When compared to the widths of the
simultaneity windows for other crossmodal stimuli, the thermal-
tactile simultaneity windows for both warm and cold stimuli
are significantly wider. This suggests that participants encounter
difficulties in making simultaneity judgments for thermal and
tactile stimuli. One contributing factor to this phenomenon may
be the distinct temporal profiles of the stimuli used. The tactile
stimulus was a short 10 ms, 9.63 kPa pressure impulse that had
a clear onset, in contrast to the thermal stimuli, which exhibited
a rate of change of 2.5 ◦C/s for cold and 1.4 ◦C/s for warmth
(see Fig. 5). These specific profiles were chosen to replicate
the mechanical and thermal changes experienced during brief
contact with a surface. Consequently, our findings regarding the
PSS and the width of the simultaneity window are expected to
mirror experiences of everyday touch. It is important to note
that the present experiment employed passive touch for better
control of timing. Further research is required to explore these
phenomena in an active touch setting.

The participants’ judgments of thermal-tactile simultaneity
were much more variable when the concurrent thermal stimulus
was warm as compared to cold as depicted in Figs. 6 and 7. It
would appear that the increases in skin temperature were not as
perceptibly salient as decreases in skin temperature and that the
rates at which the skin cooled or warmed differed. The thresholds
for detecting a change in temperature on the thenar eminence are
0.11 ◦C (at 1.9 ◦C/s) for cooling and 0.20 ◦C for warming (at
2.1 ◦C/s) [37]. At slower rates, between 0.1 and 0.3 ◦C/s, the rate
of change in temperature has no effect on either warm or cold
thresholds [33], but at faster rates (i.e., 1.4–3.9 ◦C/s) warm, but
not cold, thresholds have been shown to increase [50]. In other
contexts, such as measurements of warm and cold thresholds,
it has been found that warm thresholds are consistently more
variable than cold thresholds [51], [52], [53] The intensities
of the warm and cold stimuli also differed in terms of the
absolute difference from baseline skin temperature, at +5 ◦C and
−7 ◦C respectively. However, Dufour et al. [9] have shown that
even when the absolute differences from baseline temperature
are identical, cold stimuli are perceived as more intense than
warm stimuli, so matching absolute stimulus amplitude does
not ensure similar perceived intensities. It is important to note
that these findings relate to warm stimuli within the non-noxious
thermal range, and that the point of perceived simultaneity may
change when thermal stimuli are above 42 ◦C, which is the
threshold for heat-pain.

C. Implications

These findings are relevant to the implementation of cuta-
neous displays in virtual reality (VR) and augmented reality
(AR) environments, and in particular understanding the degree
of user tolerance for delays in the sensory cues rendered. A lack
of synchronization can result in a loss of a sense of immersion
and feelings of cybersickness. The recent emphasis on devel-
oping metrics for assessing the quality of experience (QoE) of
such environments in addition to the Quality of Service (QoS)
has highlighted the importance of understanding the factors that
impact the experience of the user [54]. In the context of VR
environments, delays in the order of 3–60 ms have been proposed
as acceptable for haptic cues, but there do not appear to be any
data regarding acceptable user delays when incorporating both
tactile and thermal cues in the VR environments [55].

VI. CONCLUSION

This study’s findings reveal that in thermal-tactile simultane-
ity perception, the PSS is biased towards the thermal leading
side, with the simultaneity window extending to 1041 ms for
warm stimuli and 626 ms for cold stimuli. These window widths
are significantly wider than those observed for other crossmodal
stimuli, highlighting the remarkable capacity of the human brain
to integrate thermal and tactile sensations despite the inherent
delays in their arrival and processing times. This integration
takes account of the distinct spatiotemporal characteristics of the
two senses and results in a coherent perceptual experience within
a relatively wide time window. Future research will investigate
how the spatial arrangement of thermal and tactile stimuli affects
simultaneity perception. Determining the optimal placement of
multiple actuators on the skin is a significant design challenge
for the development of cutaneous displays. In addressing these
complexities, we aim to derive guidelines for the effective com-
bination of thermal and tactile feedback, thereby enhancing the
realism of object perception in virtual environments.
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