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Abstract—The applications of fingertip haptic devices have
spread to various fields from revolutionizing virtual reality and
medical training simulations to facilitating remote robotic oper-
ations, proposing great potential for enhancing user experiences,
improving training outcomes, and new forms of interaction. In
this work, we present FiDTouch, a 3D wearable haptic device
that delivers cutaneous stimuli to the finger pad, such as contact,
pressure, encounter, skin stretch, and vibrotactile feedback. The
application of a tiny inverted Delta robot in the mechanism
design allows providing accurate contact and fast changing
dynamic stimuli to the finger pad surface. The performance of
the developed display was evaluated in a two-stage user study of
the perception of static spatial contact stimuli and skin stretch
stimuli generated on the finger pad. The proposed display, by
providing users with precise touch and force stimuli, can enhance
user immersion and efficiency in the fields of human-computer
and human-robot interactions.

Index Terms—Wearable tactile display, 3D display, parallel
robots, normal and shear forces, skin stretch.

I. INTRODUCTION

Fingertip haptic devices (FHD) enrich the user experience
in the realm of human-computer and human-robot interaction,
bridging the gap between the digital and physical worlds by
providing various cutaneous and force feedback directly to the
user’s fingertips. The ability to accurately reproduce the feeling
of grasping in a virtual or remote environment is essential for
creating a realistic experience in Virtual Reality, teleoperation,
and telexistence, since finger pads are used for interactions
with physical objects and probing the environment in most
cases.

Haptic feedback plays an important role in motion guid-
ance, assisting users to follow a predefined path or trajectory
accurately. For example, Gil et al. [1] explored the approach
of providing directional movement cues for guidance in 3D
space using a handheld haptic device that delivers shear
forces to the finger pads. The application of haptic feedback
during teleoperation provides many benefits in improving
task performance and situational awareness of operators. In
addition, with the presence of haptic guidance, operators can
better detect obstacles, avoid collisions, and handle fragile
or deformable objects with greater precision. Thus, Zhu et
al. [2] proposed combining a fingertip interface that provides
cutaneous feedback with a desktop force feedback haptic
device to increase the dexterity of telemanipulation. In [3], an

Fig. 1. A prototype of the 3-DoF haptic display for the finger pads.

approach was introduced for safe guiding of a drone formation
using a glove with vibrotactile feedback. Vibrotactile patterns
generated at the fingertips are used to provide the operator
with information about the state of the swarm, facilitating the
control of complex drone formations. By simulating the sense
of touch on the fingers during teleoperation, haptic feedback
can help operators better understand the remote environment,
including the texture, shape, and weight of the objects being
manipulated.

In this paper we present the design and evaluation of FiD-
Touch, a low-cost wearable haptic display with 3-DoF based
on the inverted Delta robot (iDelta) that provides cutaneous
stimuli to the finger pad such as contact, pressure, encounter,
skin stretch, and vibrotactile feedback (Fig. 1). We evaluated
the performance of the finger-worn tactile display through two
user study experiments. In the first user study, we explored
the discrimination of contact spatial patterns delivered to the
finger pad. In the second experiment, we investigate whether
the participant could discriminate between different directions
of skin stretch generated by FiDTouch.
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II. RELATED WORK

A. Mechanical stimulation devices

The most general approach to generating haptic feedback
when grasping virtual or remote objects is the stimulation
of tactile sensations by touching the fingertips with various
mechanical devices, in particular, based on parallel structures
[4]–[7]. Tzemanaki et al. [8] presented a FHD for remote
palpation applications based on a variable compliance platform
that could be linearly displaced toward the finger pad. An
interesting approach to combining tactile and kinesthetic feed-
back was presented in [9], where a modular wearable interface
based on a 3-DoF fingertip cutaneous device combined with
a 1-DoF kinesthetic finger module was proposed. The area of
tactile feedback generation for most of the proposed devices
is limited to the first phalanx of the finger. The possibility
of presenting haptic feedback on two phalanxes of the finger
was explored in [10]. A designed haptic display with 2-DoF
at each contact point can deliver tactile stimuli on distal and
middle phalanges.

A relatively novel approach to designing FHDs is to im-
plement folding structures based on the principles of origami.
Thus, Williams et al. [11] presented a finger-mounted 4-DoF
haptic device to deliver normal, shear, and torsional forces to
the fingertip. The parallel kinematic mechanism was created
using origami principles. In [12], a 3-DoF FHD with origami
structure was developed to provide cutaneous and vibrotactile
feedback. The device has a small size and low weight due to
its origami structure. Similarly, the origami principle was used
for the design of FingerPrint, a soft FHD with 4-DoF [13].
The FingerPrint device can generate vibration stimuli, shear
and rotational forces on the finger pads, and skin pressure.

B. Electro-tactile stimulation devices

Electro-tactile stimulation allows high-resolution informa-
tion to be rendered about grasped surfaces (e.g. texture, shape).
Hummel et al. [14] introduced a haptic device for multifinger
stimulation with electro-tactile feedback. Each electro-tactile
tactor comprised an array of eight electrodes. The evaluation
user study revealed that the use of electro-tactile feedback
improved performance in object manipulation and grasping
tasks while reducing the workload demands. Yem et al. [15]
studied the effect of electrical stimulation on the perception
of softness/hardness and stickiness of a virtual object using
electrode arrays placed at the fingertip and on the back of the
hand. Withana et al. [16] introduced Tactoo, an electro-tactile
interface with a slim form factor integrated in a temporary
tattoo. The prototype of FHD presented consists of an array
of eight circular electrodes (2 mm in diameter) with a total
activation area of 10 × 10 mm. Vizcay et al. [17] proposed
the technique to render the electro-tactile feedback based on
pulse width and frequency modulation to improve contact
information in VR.

C. Hydraulic and pneumatic actuation

Fingertip haptic devices based on hydraulic and pneumatic
actuation are designed to provide tactile feedback to the

user by leveraging fluid (liquid or compressed air) pressure.
Thus, Miyakami et al. [18] presented a finger-worn device
generating forces based on balloons inflated through air tubes.
The generated pressure feedback is combined with vibration
and thermal modules. Han et al. proposed a fingertip-worn
ring actuated using a hydraulic system that controls liquid
flows to provide pressure, temperature and vibration feedback
[19]. Talhan et al. [20] designed a pneumatic thimble-shaped
haptic display, made of a silicone membrane with an air cavity
to deliver pressure and vibration sensations. Ma et al. [21]
developed AirPush, a wearable pneumatic haptic device with
2-DoF delivering adjustable force feedback using compressed
air.

D. Finger pad-free haptic devices

With the wide spread of augmented and mixed reality
applications, new design principles of FHD have emerged to
avoid interference between user’s fingers and physical objects.
In [22], an approach was presented to locate a tactile actuator
on the proximal finger phalanx to avoid occlusions during hand
tracking. A proposed wearable 2-DoF haptic device is able to
generate pressure and skin stretch stimuli to the proximal pha-
lanx of the finger. Similarly, a 2-DoF FHD was developed for
stiffness simulation of tangible objects in VR/AR environment
[23]. In [24], a light-weight fingernail-mounted haptic display
was introduced that provides vibrotactile feedback. Kawazoe
et al. [25] designed Tactile Echoes, a finger-worn haptic device
that generates vibrotactile and auditory feedback to the user.
The presented system captures touch-elicited vibrations using
a piezoelectric sensor and transforms them to tactile feedback
for the finger through an inertial voice coil actuator and
sound through a loudspeaker or headphone. Maeda et al. [26]
designed Fingeret, a finger pad-free haptic device consisting
of two finger-side actuators (planetary gear motors) and finger
nail actuator (vibration LRA) to render low-frequency and
high-frequency haptic stimuli.

An alternative approach to present fingertip sensations is to
relocate actuator mechanisms to the forearm. Thus, Moriyama
et al. [27] proposed a wearable haptic device based on five-
bar linkage mechanisms attached to the forearm to present
the direction and magnitude of the force on the index finger
and thumb. A similar approach was studied in the work of
[28], where wrist-worn 1-DoF tactile devices provided skin
deformation were used to display simulated interaction forces
at the fingertips. Tanaka et al. [29] introduced an electro-tactile
wristband to provide tactile feedback to the thumb and index
finger during touch and pinch interactions in MR.

III. DESIGN OF FIDTOUCH HAPTIC DISPLAY

The haptic display design is based on the 3-DoF inverted
Delta parallel mechanism inspired by the DeltaTouch palm-
worn haptic display [30], [31]. The prototype consists of 3D
printed parts, namely, motor holders fastened to the base and
links made of PLA and stainless steel rods, respectively, and
metal spherical joints connecting the links and the moving
platform (Fig. 2). The base was designed as an equilateral
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(a) Isometric view. (b) Bottom view.

Fig. 2. A CAD model of a FiDTouch tactile display.

triangle with a circle hole (ø16 mm and ø18 mm, for the index
finger and thumb, respectively) at the center and two fasteners
to the finger pad using elastic tapes. The device is wearing to
the distal phalanx in such a way that the end effector translates
along almost a flat surface of the finger pad. The end effector
is a metal ball with a diameter of 3 mm. The moving platform
has a base to attach a vibration motor (coin type, ø8 mm) on
the top side.

TABLE I
TECHNICAL SPECIFICATIONS OF THE FIDTOUCH COMPARED TO THE

SIMILAR FHD WITH 3-DOF

The device is actuated by three DM-S0020 micro servo
motors (weight is of 2.1 g, dimensions are 23 × 8 × 17
mm, maximum torque is of 0.2 kg− cm) ensuring high force
output relative to the lightweight mechanism structure. The
servo motors are driven by ESP32 microcontroller and I2C-
controlled pulse-width modulation (PWM) driver PCA9685.
The specification of the FiDTouch display is shown in Table
I. In addition, the characteristics of similar 3-DoF FHDs
with parallel mechanism structure are provided. During the
development of the FiDTouch, we aimed to provide as large
working area on the finger pad as possible while maintaining
a compact structure size. Thus, the entire structure of the
device (including the moving platform) is enclosed in a frame

(a) A top view. (b) A side view.

Fig. 3. A workspace of FiDTouch display.

box of 50 × 50 × 32 mm. A workspace of the designed
inverted Delta mechanism is shown in Fig. 3. Although the
implemented inverted Delta parallel mechanism provides a
large workspace for end effector movements, we limited the
movement of the mechanism to a circular area (ø13 mm)
within the base plate with a vertical displacement of 8 mm.
While all the devices mentioned operate on the same principle,
providing contact forces to the finger pad area, the FiDTouch
display allows rendering spatially distinct and precise contact
pressure with a small ball tactor. Besides, FiDTouch integrates
a vibration motor on the moving platform, enabling combined
force and vibrotactile feedback. Compared to the Delta-based
FHD presented by Schorr et al. [5], the FiDTouch display
provides a larger working area with comparable size and
output forces, utilizing servo motors, which are a low-cost
and easily controllable alternative to brushless DC motors.

A. Haptic modes

FiDTouch display is designed to provide a wide range of
tactile stimuli at the finger pad. A summary of the types of
tactile stimuli generated by the developed display is presented
in Table II.

TABLE II
TYPES OF HAPTIC FEEDBACK PROVIDED

FiDTouch display is capable of generating a 3D force vector
at the contact point to simulate the normal and shear forces
with arbitrary pressure. In addition, the 3-DoF inverted Delta
structure allows the end effector to move freely with fast speed
inside the workspace while avoiding unnecessary skin contact.
Thus, encounter type stimuli can be used to render rapidly
changing dynamical interactions with a virtual environment.
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Fig. 4. Designed tactile patterns for the discrimination of static contact points.
Light-green dots represent contact points, while green dots show the possible
contact locations.

The vibration motor driven by PWM control is used to
generate different vibrotactile cues at the contact point on the
finger pad. Thus, FiDTouch could deliver multimodal tactile
rendering combining texture simulation (using a vibration
motor) and high-speed force feedback.

IV. USER STUDY

The performance of the developed haptic display was eval-
uated in a two-stage user study. Firstly, the perception of
different contact points simulated on the index finger was
explored. Secondly, the ability of users to distinguish the
skin stretch directions generated by the end effector of the
FiDTouch was tested. In both experiments, the user was
asked to sit in front of a desk and to wear the FiDTouch
display on the index finger of the dominant hand. During
the experiments, the device was hidden from the participants’
view and they were provided with visual guides of the tactile
patterns presented.

A. Participants

In total, sixteen subjects (five females) aged from 19 to 30
years (mean=25.2, SD=2.7) took part in both experiments,
giving their informed consent. The user study procedure was
approved by the local Institutional Review Board. Two subjects
were left-handed. Before the experiments, the participants had
no prior experience using the developed tactile display.

B. User study 1: discrimination of spatial contact points

The purpose of the experiment was to study the spatial
recognition of contact stimulus on the user’s finger pad,
differing in the location of the contact point. Nine contact
point patterns were designed, distributed across the finger pad
within the working area of the FiDTouch display (Fig. 4).

(a) Distribution of correctly recognized contact points at the index
finger pad among all subjects. Average values are marked with
crosses. Scatter points represent recognition rate of an individual
participant.Statistical significance is marked with an asterisk (∗ : p ≤
.05, ∗∗ : p ≤ .01, ∗∗∗ : p ≤ .001).

(b) Confusion matrix for actual and perceived contact stimuli across
all the subjects.

Fig. 5. Experimental results of spatial contact points recognition.

1) Experimental description: Before the experiment began,
a training session was conducted in which each pattern was
presented to the users to test their ability to distinguish the
contact state at each location. A calibration of contact force
was applied for each contact stimulus to ensure the partici-
pant perceived it as comfortable. During the experiment, the
participant was provided with a visual guide on the designed
patterns. For each trial, the end effector first reached a specified
location in a non-contact position (a distance of 5 mm from
the finger pad). After that, the end effector moved down to
deliver a contact stimulus for half a second, and then returned
to the non-contact position. After each trial, the subject was
asked to specify the provided contact pattern and the level of
his/her confidence. Each pattern was delivered five times in
a random order, in total 45 tactile patterns were presented to
each subject.

2) Experimental results: The distribution of correctly rec-
ognized contact points on the finger pad is shown in Fig. 5(a).
The results of the experiment revealed that the average percent-
age of recognition rates of each contact point averaged across
all participants ranged from 59% to 93%. The mean percentage
of correct answers is 75%. For all patterns presented, subjects
reported an average confidence level of 4.4, SD = 0.6. The
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most recognizable contact positions were C, U, and D, with
a recognition rate of 93%, 85%, and 85%, respectively. And
the least distinct contact position was UL with a rate of 59%.
In general, the recognition rate of contact points on the right
side of the finger pad was higher than on the left side.

Fig. 5(b) shows a confusion matrix for actual and perceived
contact points. For the obtained data, four pairs of patterns
(UR–R, UL–U, DR–R, DL–L) for which the recognition
error was 20% or more can be identified. It should be noted,
that two pairs of contact positions, UR–R and DL–L, have
almost symmetrical pairwise confusing. While the recognition
errors in UL–U, DR–R pairs were asymmetrical. Thus, the
UL contact point was confused with U contact point in 20%
of cases; however, the U contact point was confused with UL
contact point only in 3% of cases in total.

The experimental results were analyzed using the non-
parametric Kruskal-Wallis test, with a chosen significance
level of α < .05, since the obtained data deviated from the
normal distribution. According to the test findings, there is a
statistically significant difference in the recognition rates for
the different contact positions (H = 22.1, p = .005). The
post-hoc pairwise comparisons were analyzed using the Mann-
Whitney U test. It was significantly easier for participants to
recognize point C than diagonal contact positions (DR, DL,
UL), as well as L and R contact positions. In addition, contact
points U and D had significantly higher recognition rates than
the points L and UL. Table III shows the detailed results of
the statistical analysis conducted.

TABLE III
RESULTS OF STATISTICAL ANALYSIS

C. User study 2: discrimination of skin stretch patterns

The objective of the experiment was to study the recognition
of skin stretch patterns generated on the finger pad. Eight skin
stretch patterns were designed, representing the direction of
end-effector movement with an increment of 45 deg. (Fig. 6).

1) Experimental description: Each pattern was presented
five times in random order, therefore, in total 40 patterns
were provided to each subject. Before the experiment, each
subject had a training session to demonstrate the procedure
and to test whether each pattern is well recognized. The design
of the device ensures that the area of the finger pad used
for stimulation is almost flat, since the most curved area of
the fingertip is not involved. For each trial, the end effector
translated to a starting location of the skin stretch pattern in
a non-contact position (a distance of 5 mm from the finger
pad). After that, the end effector moved down to a contact

Fig. 6. Skin stretch patterns for the experiment. U: upward, D: downward, L:
left, R: right, UL: upward to the left, UR: upward to the right, DL: downward
to the left, DR: downward to the right. The dot represents the starting contact
point, while the arrow means the direction of skin stretch pattern.

state with a finger pad, translated along a given direction, and
then returned to the center non-contact position. After each
skin stretch stimulus was delivered, the participant was asked
to report the recognized pattern and indicate his or her degree
of confidence in the answer on a scale of one to five.

2) Experimental results: The results of the experiment are
summarized in a confusion matrix (Fig. 7).

Fig. 7. Confusion matrix for the actual and perceived skin stretch patterns
generated on the finger pad across all subjects.

In addition, Fig. 8 shows the distribution statistics of
pattern recognition rates with the representation of individ-
ual participant results. Overall, subjects reported an average
confidence level of 4.5 for their responses, SD = 0.5.
The mean percentage of correct answers comprised 83%.
The most distinctive skin stretch patterns were for straight
directions such as D, U and R with a recognition rate of
90%, 89% and 86%, respectively. And the most confusing
pattern was DR with a recognition rate of 73%. Thus, DR
was confused with patterns R and D in 13% of the cases. In
addition, it can be noted (see Fig. 8) that diagonal skin stretch
patterns DR, UR and UL were difficult to recognize clearly
for some participants (recognition rate comprised 20%). The
experimental results were analyzed using the non-parametric
Kruskal-Wallis test. According to the test findings, there is
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no statistically significant difference in the recognition rates
between skin stretch patterns (H = 6.3, p > .05).

Fig. 8. Distribution of pattern recognition rate among all subjects. Average
values are marked with crosses. Scatter points represent recognition rate of
an individual participant.

V. CONCLUSION

We have proposed a 3D wearable haptic display to deliver
spatial static and dynamic patterns with arbitrary pressure
on the surface of the finger pad. The developed finger-worn
tactile display was evaluated in a two-stage experiment on the
perception of spatial contact stimuli and skin stretch directions
generated on the finger pad, which showed high average
pattern discrimination rates of 75% and 83%, respectively.

The proposed FiDTouch display can augment user inter-
actions in Virtual Environments through multimodal haptic
feedback. The haptic display can be applied in medical and
rehabilitation systems, teleoperation, and VR simulators. The
future work will be aimed at the thorough user study on
discrimination of multimodal feedback. We plan to explore the
effects of applying various tactile cues to the finger pad areas
using the developed display in telemanipulation tasks, such
as generating rendering a sense of interaction with rigid and
compliance objects, simulating an object slipping out of the
gripper to enhance the naturalness of human-robot interaction.
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