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Abstract—This study addresses the challenges of Programming
by Demonstration (PbD) in the context of collaborative robots,
focusing on the need to provide additional degrees of program-
ming without hindering the user’s ability to demonstrate trajec-
tories. The study proposes the use of a wearable human-robot
interface based on surface Electromyography (sEMG) to mea-
sure the forearm’s muscle co-contraction level, enabling additional
programming inputs through hand stiffening level modulations
without interfering with voluntary movements. Vibrotactile feed-
back enhances the operator’s understanding of the additional pro-
gramming inputs during PbD tasks. The proposed approach is
demonstrated through experiments involving a collaborative robot
performing an industrial wiring task. The results showcase the
effectiveness and intuitiveness of the interface, allowing simulta-
neous programming of robot compliance and gripper grasping.
The framework, applicable to both teleoperation and kinesthetic
teaching, demonstrated effectively in an industrial wiring task with
a 100% success rate over the group of subjects. Furthermore, the
presence of vibortactile feedback showed an average decrease of
programming errors of 33%, and statistical analyses confirmed the
subjects’ ability to correctly modulate co-contraction levels. This
innovative framework augments programming by demonstration
by integrating neuromuscular interfacing and introducing struc-
tured programming logics, providing an intuitive human-robot
interaction for programming both gripper and compliance in tele-
operation and kinesthetic teaching.
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I. INTRODUCTION

ROBOTICS is currently going through a crucial and ex-
citing process of development due to the advent of col-

laborative robots [1]. Accordingly, one of the most impor-
tant challenges regards the programming paradigm [2]. PbD
approaches can be categorized [3] in observational PbD and
kinesthetic PbD. Note that the first kind of approach requires
a mapping of the human inputs to the robot trajectory [4]. On
the other hand, the kinesthetic PbD approach consists in the
user literally grabbing the robot in order to physically guide
the end-effector through the desired trajectory, and therefore
in this way providing the direct demonstration of the robot
behaviour [5]. Existing literature on PbD mainly focuses on
single modalities for robot trajectory demonstrations: observa-
tional [6] and kinesthetic PbD [7]. Our challenge is to provide
additional programming degrees of freedom for collaborative
functionalities while demonstrating robot trajectories using a
composition of both teleoperated and kinesthetic modalities
without compromising any PbD capability.

A. Enhancing PbD With Neuromuscular Interfacing

Our approach leverages Electromyography (sEMG) measure-
ments of forearm’s co-contraction level (CC-level), modulated
by the user as an additional programming input via hand stiffen-
ing level changes. To assist users in this modulation, a vibrotac-
tile feedback through a wearable coin motor is provided, regulat-
ing vibration intensity in real-time. Fig. 1 illustrates the proposed
programming concept. Various studies have explored the use of
neuromuscular interfacing to transfer motion skills from humans
to robots. For instance, [8] allows users to control robot stiffness
while teaching position trajectory through a H-R interface. In [9],
the concept of teleimpedance involves sending a reference com-
mand with both desired motion and impedance profile from the
human operator to the robot, using surface sEMG measurements.
In [10], a robot PbD framework integrates teleimpedance for
teaching robot stiffness with trajectory generalization based on
a single human demonstration. [11] and [12] leveraged sEMG
signals and kinesthetic teaching for PbD tasks, recording posi-
tions and impedance gains from muscle activity for offline appli-
cation to the robot.Unlike these previous works, our framework
uses sEMG to estimate the user’s overall hand stiffness from

1939-1412 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: IEEE - Staff. Downloaded on June 26,2025 at 14:10:42 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-0085-915X
https://orcid.org/0009-0006-6784-2298
https://orcid.org/0000-0001-8315-6120
https://orcid.org/0000-0002-1601-3645
https://orcid.org/0000-0002-8475-6782
https://orcid.org/0000-0001-9457-4643
mailto:roberto.meattini@unibo.it
mailto:aitor.ibarguren@tecnalia.com
https://doi.org/10.1109/TOH.2024.3484373


46 IEEE TRANSACTIONS ON HAPTICS, VOL. 18, NO. 1, JANUARY-MARCH 2025

Fig. 1. Exemplifying scheme of the proposed combined kinesthetic-teleoperated PbD enhanced by neuromuscualr interfacing concept. From left to right:
kinesthetic PbD + gripper/compliance programming; teleoperated PbD + gripper/compliance programming; automatic replication of the programmed task.

forearm muscles, instead of an estimation of the arm end-point
impedance. This allows to provide an additional programming
input for the user that can be freely modulated. Our previous
works also dealt with exploiting sEMG signals to enhance intu-
itive programming of robotic tasks, i.e. [13], [14], [15]. In these
works, we laid the foundation for incorporating sEMG signals
into kinesthetic teaching. However, it is crucial to highlight the
evolution of our research, leading to the current paper which
represents a significant advancement beyond our prior studies.
While our earlier research focused primarily on kinesthetic
teaching, the current study introduces a more generalized PbD
framework. This framework is applicable to both teleoperation
and kinesthetic teaching modalities, offering several key novel
contributions: i) introduction of a unified framework for both
teleoperation and kinesthetic teaching within PbD; ii) capability
to program both gripper and robot compliance levels using
sEMG within a single PbD solution; iii) implementation of an
effective Finite State Machine (FSM) coupled with vibrotactile
feedback to enhance user awareness, facilitating the proper
programming of gripper and robot compliance simultaneously
to trajectory programming. Our current work not only broadens
the scope of application for sEMG but also introduces structured
programming logics and enhanced vibrotactile feedback for a
more intuitive human-robot interaction. This innovation allows
for the programming of both gripper and compliance for both
teleoperation and kinesthetic teaching, a capability not explored
in our earlier works.

II. METHODS

A. General Framework for Combining Kinesthetic and
Teleoperation PbD, Enhanced by Neuromuscular H-R
Interfacing

Fig. 1 reports an exemplifying scheme of the general frame-
work we propose in this study, and that will be thoroughly
described in the following subsections of this section. In par-
ticular, referring to Fig. 1, we are considering a PbD scenario
in which a user have to exploit both kinesthetic and teleoper-
ated demonstration modalities for different parts of the robot
trajectory to be programmed. In the left-hand side of Fig. 1

it is depicted a first phase of an exemplifying PbD task, in
which the user starts programming the robot trajectory by means
of the kineshetic teaching modality. Then, the right-hand side of
the figure represents a second possible phase of the PbD task,
in which the user, in order to continue performing the trajectory
programming, switches to the teleoperation PbD modality, for
the reason that the trajectory to be programmed belongs to a
region of the workspace that is not reachable by the user’s limbs.
During these two phases, sEMG signals are properly acquired
and processed, vibrotactile feedback is conveyed to the user,
and the programming logics acts for allowing programming of
gripper and robot compliance during the trajectory teaching – as
detailed in the following. The robot control approach to realize
these different types of PbD methods, as well as the automatic
replication by the robot of the programmed task (see Fig. 1), is
described in Section II-B.

B. Robot Control for Combining Kinesthetic and Teleoperated
PbD

Let us consider the Euler-Lagrange dynamic model of a
collaborative robot manipulator with f degrees of freedom
(DoF) [16]:

M(q)q̈ + C(q, q̇)q̇ + g(q) = Fc + JT (q)Fe, (1)

where q ∈ Rf is the vector of joint coordinates, Fc ∈ Rf is
the input control torque vector, Fe ∈ R6 is the external wrench
applied to the end-effector by either the environment or a hu-
man operator, J(q) is the robot Jacobian, and M(q) ∈ Rf×f ,
C(q, q̇) ∈ Rf×f and g(q) ∈ Rf are the inertia matrix, Coriolis
and centrifugal effect matrix, and gravitational term, respec-
tively. The control input Fc is enforced as

Fc = ĝ(q) + JT
A (q)K−1

C x̃− JT
AKDJA(q)q̇, (2)

where ĝ(q) is the estimate of the gravity term, JA(q) =
TA(q)

−1J(q) is the analytic robot Jacobian [16] with TA the
tranformation matrix from analytic to geometric Jacobian [16],
x̃ = xd − x with x, xd ∈ R6 the actual and desired end-effector
pose defined in workspace coordinates (i.e. position and Euler
angles), and KC ,KD ∈ Rf×f are diagonal positive definite
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matrices. In particular, KC is the compliance matrix, which
allows to define a robot compliant behaviour in desired oper-
ational space directions by enforcing higher gain values on the
corresponding elements on the diagonal. Being the control law
of (2) a well-known proportional-derivative control with online
gravity compensation (PD + gravity compensation) exploited to
realize an operational space compliance control, in absence of
external forces the controlled system is asymptotically stable
with respect to a desired reference xd. On the other hand, in
presence of external forces due to the robot interacting with the
environment, by substituting (2) in (1) it is immediate to verify
that in steady-state conditions we have that

x̃ = −KCT
T
AFe = −KCFA, (3)

where FA := TT
AFe. The parameters are specialized as follow:

KC

=

⎧⎪⎨
⎪⎩
0f×f , for kinesthetic PbD

diag(kC1,min, . . . , kCf,min), for teleoperated PbD

diag(kC1, . . . , kCf ), for trajectory replication

,

KD

=

⎧⎪⎨
⎪⎩
0f×f , for kinesthetic PbD

diag(k̄D1, . . . , k̄Df ), for teleoperated PbD

diag(k̄D1, . . . , k̄Df ), for trajectory replication

,

(4)

where kCi = {kCi,min, kCi,max} (i = 1, . . . , f ) is based on the
compliance level programming that will be detailed in the
following Section II-C1, with kCi,min and kCi,max are proper
minimum and maximum compliance values, respectively, and
k̄Di (i = 1, . . . , f ) is a constant gain properly selected to obtain
a desired convergence rate. Eventually, note that the selection
of KC and KD for the kinesthetic PbD corresponds to a gravity
compensation control, for the teleoperated PbD corresponds to
compliance control with high values of stiffness to allow a more
precise control of the robot by the operator, and for the trajectory
replication is a compliance control with the possibility of a high
compliance level, based on desired programming, in order to
allow a smoother interaction of the robot with the environment
(according to (2) and (1).) The actual implementation of the
different robot compliance control modalities of (4) in the real
experimental robotic setup will be reported in Section III-A1,
realized thanks to a dedicated ROS-based software architecture.

C. sEMG-Based Co-Contraction Estimation for Additional
Programming Capability During PbD

1) CC-Level Estimation Approach: We consider the human
hand actuated by two predominant muscular extension and
flexion actions driven by two high-level neural drives hE(t) and
hF (t), respectively. It is therefore possible to define the hand
CC-level Cc(t) as

Cc(t) = min(hE(t), hF (t)), (5)

Let us consider that in general the complexity of the human hand
musculoskeletal system can be modelled as d DoF actuated by
a group of m extrinsic muscles:

D(t) = SH(t) = S

[
hE(t)
hF (t)

]
, (6)

where H(t) ∈ R2 is the neural drive vector, S ∈ Rd×2 is the
human hand kinematic synergy matrix, andD ∈ Rd is the vector
of hand DoF. The motion described by (6) requires proper muscle
activations, i.e.:

D(t) = MA(t) ⇒ A(t) = M+D(t), (7)

where M ∈ Rm×d is the muscular synergy matrix, and A(t) =
[a1(t) · · · am(t)]T ∈ Rm is the vector of muscle activations.
According to [17], the root mean square (RMS) value of the
raw L-dimensional sEMG signal E(t) ∈ RL can be considered
proportional to the muscle activation levels, that is

E(t) = V A(t). (8)

where V ∈ RL×m is the muscle activation mixture matrix.
Therefore, substituting (6) in (7), and then in (8), we can write

E(t) = VM+SH(t) = NH(t), (9)

where N = VM+S ∈ RL×2 is the neural drive mixture matrix.
It follows that

H(t) = N+E(t), (10)

where N is obtained as N = KU , in which K ∈ R2×2 is a di-
agonal positive definite scaling matrix such that hE(t), hF (t) ∈
[0, 1] and U ∈ RL×2 is computed as detailed in the following.
Therefore, finally, the online CC-level Cc(t) can be estimated
using the result of (10) in (5). Note that, according to (10),
Cc(t) ∈ [0, 1]. Therefore, the influence of the processed sEMG
signals in the overall control of the system regards the specifi-
cation, for each sample of the programmed robot trajectory, of
i) the level of robot compliance, in accordance with (4), and ii)
the closing or opening of the gripper, which will be enforced
online as provided during the offline programming phase, see
also Section II-D.

2) Simulation Tests of the CC-Level Estimation: A simula-
tor of synthetic sEMG data is used in this section to model
the generation of forearm muscle sEMG signals during hand
motions. The physiological process involves the recruitment of
motor units based on an activation threshold [18]. The motor unit
action potential (MUAP) is computed for a single rectangular
electrode and further extended to a differential configuration for
simulating sEMG signals [19]. The pulse train generated by each
recruited motor unit is characterized by an Integral Pulse Fre-
quency Modulation (IPFM) mechanism [19]. The overall sEMG
signal for a group of muscles and differential sensors is com-
puted by summing individual muscle contributions. The simula-
tor accounts for the forearm’s anatomy and muscle distribution,
utilizing an optimization procedure to determine muscle activa-
tions corresponding to specific hand motions and co-contraction
levels. The exploited simulator offers a comprehensive frame-
work for generating synthetic sEMG data, exploiting modelling
of motor unit recruitment, MUAP characteristics, and muscle
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Fig. 2. Simulation of synthetic sEMG data. Graphs from top to bottom: hand closure level, RMS sEMG, estimated CC-level (refer to Section II-C2).

activation profiles during hand movements. The simulation of
the forearm sEMG signals has been therefore carried out consid-
ering two consecutive open-close-open motions of the hand. In
particular, the sEMG signals of the first and second motions have
been simulated by imposing a minimum (cd = 0) and maximum
level of CC-level (cd equal to the summation of the maximum
activation levels of all considered muscles), respectively. The
result of this simulation is reported in Fig. 2. As it can be
clearly observed, in Fig. 2 the second motion starting at t = 5s is
characterized by higher values of the RMS sEMG, due to the im-
position of a maximum CC-level, showing the typical behaviour
of the forearm sEMG signal during maximum voluntary hand
stiffening [20]. Accordingly, it can be also observed how in the
bottom graph the estimated CC-level correctly resembled the
CC-level imposed to the sEMG simulator, showing an almost
zero estimated CC-level for the first hand motion, whereas a
maximum estimated CC-level for the second hand motion.

D. H-R Communication During PbD: Programming and
Vibrotactile Feedback Logics for Gripper and Compliance
Level

1) Finite State Machine Logics: The logics for the program-
ming of the gripper and compliance based on Cc(t) can be
described with a finite state machine (FSM), which is illustrated
in Fig. 3, and it is based on a thresholding technique applied
to the the CC-level. Specifically, given that Cc(t) ∈ [0, 1] (as
already introduced in (5)), and a threshold τCC = 0.5, at each
instant of time the implemented thresholding technique provides
two different information:

i) if the CC-level have surpassed (Cc(t) ≥ τCC) or have
moved below (Cc(t) < τCC) the threshold τCC ;

ii) the time Tthr related to how along the condition Cc(t) ≥
τCC or Cc(t) < τCC is continuously matched without
interruption.

By looking at Fig. 3, the user starts from a PbD state (the one
with the Gripper Open (CO) and the Compliance Low (CL).) In
this state the user can freely perform kinesthetic or teleoperated
PbD. Then, if the user wants to program gripper or compliance,
it is necessary to enter in the Programming Mode state. To do
this, the user has first to enter in the Programming Request state
by modulating the CC-level in order to continuously surpass the
threshold τCC for a time period longer than TACK = 1 s, and
then to transition to the Programming Mode state by moving the
CC-level below the threshold for a time period Tthr ≥ TACK .
At this point, if the user wants to program the closing of the
gripper, it is necessary to surpass the threshold τCC for a time
period lower than TACK , otherwise, if the the user wants to
program a high compliance level, it is necessary to surpass the
threshold τCC for a time period Tthr ≥ TACK .

2) Vibrotactile Feedback Patterns: Let us consider a coin
vibration motor placed on the upper arm skin of the user by
means of a proper bracelet, which can be controlled in order
to get a vibration at a constant frequency and intensity for
a desired time duration. Three types of vibrotactile feedback
patterns are considered: i) a continuous vibration of 1s (pattern
FB#1); two consecutive single vibrations of 0.25s (FB#2); a
single vibration of 0.25s (FB#3); a single vibration of 0.25s
immediately followed by a continuous vibration of 1s (FB#4.) In
particular, the vibrotactile feedback pattern FB#1 is provided to
the user concurrently with the occurrence of the transition from
the PbD state to the Programming Request state. The vibrotactile
feedback pattern FB#2 is instead provided when the transition
to the Programming Mode state occurs. Finally, the vibrotactile

Authorized licensed use limited to: IEEE - Staff. Downloaded on June 26,2025 at 14:10:42 UTC from IEEE Xplore.  Restrictions apply. 



MEATTINI et al.: NEUROMUSCULAR INTERFACING FOR ADVANCING KINESTHETIC AND TELEOPERATED PROGRAMMING BY DEMONSTRATION 49

Fig. 3. FSM for the programming on gripper and robot compliance level during PbD via CC-level modulation and vibrotactile feedback provided to the operator.
Notation is conform with Section II-D.

feedback patterns FB#3 and FB#4 are conveyed to the user if
the programming of the gripper or of the compliance level is
applied, respectively.

III. EXPERIMENTS

A. Experimental Setup

1) Collaborative Robot Manipulator and Gripper: The col-
laborative robotic manipulator used in the experiment was a
7-DoF LBR iiwa by Kuka, as can be observed in Fig. 4(a).
As it can be seen from Fig. 4(a), (b), the experimental sce-
nario exactly reproduce the situation schematically depicted in
Fig. 1, in which the operator cannot perform kinesthetic PbD for
the entire task. The manipulator was equipped with a Schunk
WSG50-110 gripper and a 3Dconnexion SpaceMouse Wireless
for the teleoperation. The core of the software elements were
implemented exploiting the Robot Operating System (ROS),

expect for the KUKA Sunrise Bridge directly implemented in
the Kuka LBR iiwa’s inner controller. In the following, specific
details are provided about the modules shown in Fig. 5:
� Robot Programming And Execution Application: This is

the module in charge of recording and executing trajecto-
ries, in accordance with (4).

� Custom Robot Driver: The driver offers three different
functionalities: i) Gravity Compensation: This capability
activates and deactivates the gravity compensation for the
Kuka LBR iiwa robot; ii) Servo Control: This capabil-
ity implements a high-frequency (250Hz) control in joint
space, including a controller able to convert Cartesian to
joint velocities; iii) Trajectory Execution: This capability
allows the reception and management of ROS trajectory
messages [21] including trajectories with high or low com-
pliance levels (see (4)).

� WSG Driver: The Schunk WSG50 ROS driver [22].
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Fig. 4. (a) Experimental setup. (b) Experimental task and protocol.

� Kuka Sunrise Bridge: This module act as a bridge for the
execution of the different capabilities available on the ROS
side.

2) sEMG and Vibrotactile Bracelets: The sensing system
used in the experiments for the acquisition of the sEMG signals
was the gForcePro bracelet by OYMotion, an 8-channel sEMG
armband that was placed on the users’ forearm in proximity
of the bellies of the Flexor Digitorium Superficialis and Exten-
sor Digitorium Communis muscles (see Fig. 4(a)). The signal
provided by the bracelet, and Bluetooth-streamed at 1kHz to
a nearby computer, was a raw signal, processed by a standard
filtering chain as reported in [13]. On the other hand, for the
experiments, the vibrotactile feedback was provided by means
of a custom-made bracelet placed on the upper arm’s skin of the
user in order to convey cutaneous vibration stimuli, see Fig. 4(a).
The vibrotactile feedback, conveyed d by a coin vibration motor,
was very important in order to the make the user aware of the
programming state of the gripper and robot compliance level by
means of the CC-level modulation,as explained in Section II-D.

3) Switchgear Test-Bed: The experiment was conducted us-
ing a switchgear test-bed that we developed in our laboratories
in order to test the proposed programming framework, as can be
observed in Fig. 4(b). Specifically, the test-bed was composed
by: i) a cable storage reel from which it is possible to extract a
cable by grasping and pulling its extremity; ii) metal pins used to
define specific gates along the path on which the cable needs to be

wired; and iii) a goal cable extremity insertion location. In partic-
ular, this test-bed was directly aligned with the challenges identi-
fied in existing manual manufacturing techniques for wiring har-
nesses, and specifically referring to the field of aerospace wiring
harness manufacturing. Indeed in the typical aerospace industry
scenarios, the wiring is executed on a horizontal tables, as for
example occurs for helicopters and airplanes. In such scenarios,
pins are very important as they constitute the direction for the
wiring path. The main wiring operations performed are: cable
grasping, routing and insertion in final locations for welding
of extremities with contactors. Accordingly with this reference
scenario of the test-bed, the cable used was a multi-conductor
cable, which are among the most extensively used in aerospace
wiring harness manufacturing, since they provide a compact and
organized solution for transmitting multiple signals or power
lines within a limited space, which is crucial in the confined
environments of aircraft [23].

B. Experimental Task Protocol Description

1) Subjects: We conducted an experimentation involving a
group of 10 healthy participants (age: 29.5± 2.1). Prior to the
experiment, all participants were given detailed information
about the study and provided their informed consent.

2) Programming Task - Robotic Wiring: The switchgear test-
bed, as illustrated in Fig. 4(b), served as the platform for a cable
routing and insertion task. First of all, in order to ensure the
participants were well-acquainted with the system and the tasks
at hand, a familiarization session of 15 minutes was conducted,
providing them with the opportunity to practice with the exper-
imental setup.

3) Instructions Provided to the Subjects: During the exper-
iment, each participant was given a set of specific program-
ming goals to realize, constituting on the teaching of a robot
end-effector trajectory, using for the first part of the path the
kinesthetic PbD modality, whereas for the second part – not
reachable by users’ arms (see Fig. 4(a), (b)) – the teleoperated
PbD modality. At the same, also a proper programming of
the gripper grasping and robot compliance level modulating
the CC-level via hand stiffening and exploiting the vibrotactile
feedback was required, as detailed in the following. By referring
to the task locations reported in Fig. 4(b), the actions instructed
to the subjects encompassed the following steps:

i) programming of the motion of the robot end-effector
from the starting location S to the cable extremity initial
location T1 via kinesthetic PbD;

ii) in T1, programming of the grasping of the cable extrem-
ity by using kinesthetic PbD for a fine positioning of
the gripper in conjunction with the modulation of the
CC-level (in accordance with Section II-D) in order to
program the closure of the gripper;

iii) programming of the motion of the robot end-effector
from T1 to T2 performing a cable routing through the
gates G1, G2 and G3 via kinesthetic PbD;

iv) programming the motion of the robot end-effector from
T2 to T3 performing a cable routing through the gate G4
via teleoperated PbD (workspace zone not reachable by
subjects’ arms);
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Fig. 5. Robot control framework implemented for the experiment. The dashed lines indicate information flow which is present only during the programming
phase of the robot.

v) in T3, programming of the robot compliance level to
“high compliance” by modulation of the CC-level, in
order to let the robot be compliant during the exchange
of forces that will take place for the cable insertion in the
next step;

vi) programming of the insertion of the cable extremity
within the insertion location at T4 via teleoperated PbD;

vii) programming of the gripper opening by modulation of
the CC-level, in order to release the cable extremity.

4) Online Execution of the Task: Finally, as conclusive phase
of the experimentation, the programmed task was automatically
performed by the robot two times: the first one, in the same setup
conditions of the programming phase, whereas the second one
by introducing an artificial displacement of 5 mm to the insertion
location T4, by manually displacing the related component
shown in Fig. 4, in order to test the adaptation of the robot
to the new situation thanks to programmed high compliance
level. Note that the subjects were instructed to employ either the
hand related to the arm equipped with the sEMG/vibrotactile
bracelets or both hands for physically guiding the robot during
kinesthetic PbD and using the joystick during the teleoperated
PbD. Furthermore, throughout the cable and routing insertion
task, the subjects were instructed to maintain the lowest possible
CC-level during the task phases in which no programming of
gripper or compliance was required.

5) Metrics: In the following section, the results of the ex-
perimental session will be reported. The following metrics will
be exploited for the presentation of the outcomes: i) single
subject and grouped analysis of the modulation of the CC-level
in accordance with the required programming goals, exploiting
boxplots and ANOVA statistical analyses; ii) success rate of
the programmed robotic wiring task; iii) success rate of the
programmed programming task in presence of artificial displace-
ment of the final cable insertion case location.

IV. RESULTS

A. Offline Programming of the Robotic Wiring Task

First of all, the trajectories demonstrated by the 10 subjects
using kinesthetic and teleoperation modalities can be observed
in Fig. 6, plotted as their projection onto the x-y plane for a better

Fig. 6. Robot end-effector trajectories demonstrated by the 10 subjects
involved in the experiment.

visualization. In the figure, also the task locations are reported,
denoted as T1,...,T4 (in accordance with Section III-B2.)

Furthermore, as illustrated in Fig. 7(a), we focus on the
behaviouor shown by a single subject, namely the subject S1
(see Section III-B1). On the other hand, in Fig. 8(a), (b), we
extend our analysis by considering the aggregated results over
all 10 subjects. In the following, a detailed presentation of the
results and figures that we preliminarily introduced is provided.

1) Single Subject Results: In the bottom graph of Fig. 7(a), it
is possible to observe the behaviour exhibited by the subject
S1 during the programming of the robotic wiring task, with
specific regard to the modulation of the CC-level. From the
figure, it can be seen how the subject S1 successfully modulated
the CC-level in order to program gripper actions and compliance
level in accordance with the requirements specified by the exper-
imental protocol. Specifically, the subject correctly programmed
the closure of the gripper in proximity of the location T1, in
order to grasp the cable extremity, while positioning the robot
via kinesthetic PbD. To do this, in accordance with the FSM
logics described in Section II-D, the subject firstly stiffened his
hand in order to bring the CC-level over the threshold until the
virbotactile feedback pattern FB#1 (denoted in the bottom plot
of Fig. 7(a) by a black-filled square symbol) was perceived,
then modulated the CC-level below the threshold in order to
enter in the Programming Mode state (acknowledged by the
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Fig. 7. Single subject results. (a) Modulation of the CC-level exhibited by the subject S1 during the programming of the robotic wiring task (upper graph),
and vibrotactile feedback patterns conveyed to subject S1 (bottom graph: black-filled square, square, triangle and circle symbols denote FB#1, FB#2, FB#3 and
FB#4, see Section II-D.) (b) Video frame sequence of the programming task carried out by the subject S1. (c) Video frame sequence of the task programmed by
the subject S1.

reception of the vibrotactile feedback pattern FB#2, as denoted
by the unfilled square symbol in the bottom graph of Fig. 7(a)),
and finally programmed the gripper closure by performing a
short surpassing of the threshold by the CC-level and receiv-
ing a vibrotactile feedback pattern FB#3 as acknowledgement
(triangle symbol in the bottom plot of Fig. 7(a).) Thereafter, a
programming of the robot compliance level was performed by
modulating the CC-level in proximity of the task location T3,
this time during the teleoperated PbD. In this relation, again
the subject S1 showed to be able to enter in the Programming
Mode state, and then to program a high level of compliance
by stiffening his hand in order to regulate the CC-level over
the threshold until the vibrotactile feedback pattern FB#4 was
perceived, denoted by the circle symbol in the bottom graph of
Fig. 7(a). Finally, the programming of the gripper was repeated
after that the cable insertion was successfully demonstrated at
task location T4 by means of the teleoperated PbD modality, in
order to release the cable extremity and therefore accomplish
the robotic wiring programming task. Moreover, from Fig. 7(a)
it is clear how, during movements between task locations and in
every instant in which no gripper or compliance programming

was required, the subject successfully limited the CC-level under
the threshold. In addition, a sequence of frames extracted from
a video of the programming task executed by the subject S1 is
provided, reporting in Fig. 7(b) the kinesthetic and teleoperation
teaching and in Fig. 7(c) the automatic replication of the wiring
task by the robot, showing and highlighting the most relevant
phases of the experiment.

2) Aggregated Results: The performance of all other sub-
jects closely resembled that of subject S1, as evidenced by the
aggregated results shown in Fig. 8, in which the comprehensive
behaviour obtained from the regulation of the CC-level during
the combined kiensthetic-teleoperated PbD task is presented,
considering experimental data from the group of subjects. The
data has been grouped using boxplots, referencing the same
relevant phases of the programming task as the one shown in
a subject-specific manner in Fig. 7. The boxplots of Fig. 8(a)
show how each of the subjects was able to successfully regulate
the hand stiffening in order to modulate the CC-level over
the activation threshold, in conjunction with the vibrtoactile
feedback already described for the single subject results, in order
to properly perform the programming of gripper and compliance
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Fig. 8. Aggregated results over the group of 10 subjects. (a) Regulation of the CC-level during the combined kiensthetic-teleoperated PbD task, grouped over
the subjects based on relevant task phases in accordance with Fig. 7. (b) Subjects’ CC-level modulations grouped on the basis of the factors requested CC-level
modulation (under threshold, over threshold) and PbD modality (kinesthetic, teleoperated.) The symbol “*” denotes statistical significant difference, p < 0.01.

level. Furthermore, the outcome of a statistical analysis on the
aggregated results is presented in Fig. 8(b). Specifically, we
further grouped the CC-level modulations based on the different
requested levels (under and over the threshold), and on the PbD
modality used (kinesthetic or teleoperated PbD.) We therefore
performed a two-way repeated measures Analysis of Variance
(ANOVA), with factors the requested CC-level modulation and
the PbD modality. The statistical significance threshold was set
to p < .01. Before performing the ANOVA, we ensured the
validity of its assumptions through the Shapiro-Wilk test for
normality and Mauchly’ test for sphericity. The results indicated
that these assumptions were not violated. The outcome of the
ANOVA revealed a statistically significant effect of the only
factor requested CC-level modulation, with a post-hoc Tukey
test reporting for p -values lower than 0.01 for any comparison of
the first two boxplots with the second two boxplots in Fig. 8(b).
Therefore, the group of subjects was globally able to modulate
the CC-level based on the necessity of programming gripper
and robot compliance level during kinesthetic/teleoperated PbD
with statical evidence. Consequently, the study demonstrates
the subjects’ robust ability to modulate the CC-level provided
the proposed wearable H-R interface, highlighting the potential
of this approach for advancing PbD more a powerful, yet still
intuitive, programming of robots.

B. Online Automatic Execution of the Wiring Task

The online robotic wiring phase involved a cyclic repetition
of the programmed task by the robot, performed for a total of 5

consecutive times. As previously detailed in Section III-B2, the
experimental protocol required the programming of the gripper
for the cable extremity grasping and release, and the program-
ming of the level of robot compliance to ensure smooth interac-
tions with the test-bed cable insertion component. Remarkably,
the results obtained from the experimental session with the
online automatic execution of the robotic wiring reported for
a success rate of 100%. This means that all cable picking,
routing and insertion operations were effectively performed by
the robot in all cases, across all subjects and cyclic task rep-
etitions, thereby highlighting the effectiveness of the proposed
programming framework. Furthermore, as additional evaluation
situation, an intentional physical interaction was introduced
between the robot end-effector and cable insertion component.
This interaction was enforced on-the-fly during two of the five
repetitions of the automatic execution of the wiring task, by
applying a 5 mm displacement to the cable insertion component
position. During this test, the robot demonstrated the ability to
successfully compensate for the introduced component displace-
ment, thanks to the programming of a high robot compliance
level via CC-level modulation. In order to provide a clearer
picture of this behaviour, we report in Fig. 9 a graph of the cable
insertion component in the new position displaced by 5 mm with
respect to the nominal one used during the robot programming
phase. In particular, the graph also reports in dashed orange
line the three-dimensional trajectory demonstrated by the subject
S1 limited to the portion from the task location T2 to the task
location T4, which was provided by means of the teleoperation
modality (see Section III-B2), whereas in solid blue line the
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Fig. 9. Cable insertion component displaced by 5 mm with respect to the
nominal location. The dashed orange line denotes the trajectory demonstrated
by the subject S1, whereas the solid blue line the actual end-effector trajectory
resulting from the online automatic execution of the programmed cable insertion.

actual end-effector trajectory resulting from the online automatic
replication of the programmed wiring task. As it is possible to
observe, the artificial displacement of the insertion component
caused the robot end-effector to be not properly center with
respect to the insertion hole, resulting in an undesired contact
between the robot and the test-bed component which could
potentially bring to the damage of hardware parts, or to an
emergency stop of the automatic wiring task due to levels of
forces surpassing the safety limits. However, the robot is capable
of compliantly compensate the unexpected interaction forces
and complete the insertion task without failures, as shown by
the online end-effector trajectory reported in solid blue line in
Fig. 9. This experimental outcome highlights the effectiveness
of the proposed method for programming the robot compliance
at desired trajectory locations, ensuring the safety and success
of the tasks, such as the cable insertion operation, with the
possibility of enhancement of the productivity and safety in
diverse robotic applications.

C. Systematic Evaluation of Vibrotactile Feedback

In order to more systematically analyse the presence of the
vibrotactile feedback in the proposed PbD framework, we report
in this section the result of a test performed in a purposely
controlled and structured experimental situation. The subjects
were required to exploit the modulation of the CC-level to
carry out simulated programming of both gripper and robot
compliance level –in accordance with the methods illustrated
in Section II-D and Fig. 3– in two different conditions: with and
without the presence of the vibrotactile feedback. Specifically,
we want to emphasize the following benefits of the presence of
the vibrotactile feedback in the H-R communication of our PbD
approach:
� the users are enabled to be aware of the actual programming

state of the system, since the vibrotactile feedback is pro-
vided in correspondence of transitions in the FSM for the
programming of gripper and robot compliance (refer also to
Fig. 3): based on the different encoded vibration patterns,
the users can recognize when they entered the program-
ming mode, gripper programming or compliance program-
ming states, drastically reducing –and even eliminating–

programming failures due to misinterpretations of the cur-
rent programming state of the system;

� the users can exploit the vibrotactile feedback to im-
prove/optimize the modulation of the CC-level in order
to activate different programming states of the FSM for
the programming of gripper and robot compliance (see
Fig. 3): indeed, since transitions may require to modulate
the CC-level over or under a threshold for a minimum or
maximum time (see detailed explanation in Section II-D),
the presence of the vibrotactile feedback, by providing
the information about when the transitions have been en-
forced, allows to decrease/minimize the time necessary
for providing correct CC-level-based programming inputs,
attenuating, in this way, also the unnecessary additional
muscular and/or mental effort for the realization of the PbD
task.

Therefore, to this aim, specific temporal, programming failure
and muscular metrics were defined in relation to the activation of
the programming mode, gripper programming and compliance
programming states of the FSM of Fig. 3. In particular, about the
temporal and programming failure metrics, with reference to the
exemplification graph reported in Fig. 10(b), we considered i) the
time TP1 in which the CC-level is kept over the threshold once
the programming request state has been activated, ii) the time
TP2 in which the CC-level is kept under the threshold once the
programming mode state has been activated, and iii) the number
of failures in correctly activating the programming mode when
required by the task. Accordingly, we then considered also i)
the time TG and TC in which the CC-level is kept over the
threshold once the gripper and compliance programming have
been activated, respectively, and ii) the number of failures in
correctly enforcing gripper and compliance programming. On
the other hand, regarding the muscular metrics, we considered
the percentage of cumulative CC-level kept over the threshold
during the times TP1, TP2, TG and TC .

In order to systematically evaluate these temporal metrics in
presence and absence of vibrotactile feedback, we carried out an
experiment involving a group of 10 subjects. Each of the subjects
was sat in front of a screen showing a robotic gripper, simulated
in Matlab’s Simscape environment, and a text instructing for
a specific programming input to be produced via CC-level
modulation (see Fig. 10(a)). The subject was therefore wearing
the sEMG bracelet (in order to be properly able to modulate the
CC-level in the same manner as described in Section II-C1) and
the vibrotactile bracelet. A series of programming instructions
were therefore provided to the subject, reproducing the same se-
quence of the experiments with the robot manipulator described
in Section II-D, that is i) “program gripper closing”, ii) program
high compliance level, and iii) program gripper opening. In this
way, we reproduced a simulated programming situation in which
each subject received –in the same manner as with the case with
the real robot– the visual feedback of the programming of the
gripper opening/closing, whereas, for the vibrotactile feedback,
we tested to different condition: i) presence (as described in
Section II-D) and ii) absence of the vibrotactile feedback for
the programming of both gripper and compliance level. This
experiment was therefore repeated, for each subject, 10 times
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Fig. 10. (a) Programming instruction text and simulated robotic gripper used in the systematic evaluation of the vibrotactile feedback. (b) Exemplification plot of
the CC-level modulation for the programming of gripper and compliance level, with temporal metrics for the evaluation of the presence/absence of the vibrotactile
feedback. (c)–(e) Bar graphs comparing the results of the temporal metrics and failure percentages among the following conditions: absence of vibrotactile f.b.,
presence of vibrotactile f.b., and experiment with real robot manipulator programming.

with vibrotactile feedback, and 10 times without vibrotactile
feedback, and the metrics TP1, TP2, TG, TC , programming
failure percentage and cumulative CC-level percentage were
computed in order compare results. In particular, the cumulative
CC-level percentages were scaled such that the percentage in
the absence of vibrotactile feedback condition was normalized to
100%. Figs. 10(c)–(e) report the results of the mean values of the
metrics obtained by i) the test without vibrotactile feedback (“No
vibr. FB” in Fig. 10(c)–(e)), ii) the test with vibrotactile feedback
(“With vibr. FB” in Fig. 10(c)–(e)), and iii) the experiment with
the real robot described in Section III. Specifically, the mean
temporal metrics, failure percentage and cumulative CC-level
percentage are reported in Fig. 10(c), Fig. 10(d) and Fig. 10(e)
in relation to the activation of the programming mode state,
gripper programming state, and compliance programming state,
respectively. As it is possible to observe in the bar graphs
reported in these figures, it is clear how the absence of vi-
brotactile feedback substantially increased all temporal metrics
and failure percentages for all the considered cases, showing
how the information provided by the vibrotactile feedback in
relation to the transitions in the FSM of Fig. 3 allowed the
users optimize/minimize the time for enforcing programming
inputs by means of CC-level modulations. At the same time, it
is also clear how the presence of vibrotactile feedback in both
the simulated and real experiments allowed a decrease of the
percentage of cumulative CC-level with respect to the condition
without vibrotactile feedback, highlighting a relevantly lower
muscular effort in order to accomplish the programming tasks.

D. Qualitative Comparison With Representative Literature
Works

In this section, we consider literature works that exploits
neuromuscular H-R interfacing in order to enhance intuitive

robot trajectory methoda. In particular, a qualitative comparison
is reported, due to difficulties in considering a common ground
truth for metrics comparison, which is an intrinsic issue due
to the diverse approached and robotic task considered in the
different studies. We therefore report in Table I the features
of four selected sEMG-enhanced approaches for robot intuitive
transfer of motion skills from human to robots, along with our
proposed method. As can be seen in the table, our proposed PbD
approach is the only framework that i) has been developed to be
exploited with both kinesthetic teaching and teleoperation trajec-
tory teaching modalities, ii) allows to exploit the neuromuscular
interfacing for teaching multiple features (both compliance lev-
els and gripper opening/closing), iii) realize a bidirectional H-R
communication bye means of feedback provided to the user (vi-
brotactile feedback), and iv) has been tested in an industrial-like
scenario experiment (simplified robotic wiring for switchgears).

The idea of using neuromuscular interfacing for transferring
motion skills from humans robots has been experimented in
other literature works: in the following we discuss the represen-
tative approaches that are summarized in Table I. The concept
of teleimpedance was introduced in [9], where in a leader–
follower teleoperation scheme, a reference command composed
of both the desired motion trajectory and the impedance profile
is sent from the human operator to the remotely operated robot.
Note that in this appr impedance profiles are deduced from
sEMG measurements on the operator’ arm. In [10], a framework
for robot PbD based on a single demonstration provided by
the human operator is proposed, in which the teleimpedance
approach, for teaching the robot stiffness, is integrated with a
generalization of the trajectories demonstrated by the user in
order to let the robot adapt to different object and environment
configurations. In [11], sEMG signals and kinesthetic teaching
are exploited in a PbD task, where the positions imposed by
the human operator and impedance gains deduced from the
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TABLE I
FEATURE COMPARISON BETWEEN PROPOSED METHOD AND REPRESENTATIVE ROBOT TRAJECTORY TEACHING APPROACHES ENHANCED BY H-R

NEUROMUSCULAR INTERFACING

muscles activity are recorded and then applied offline to the
robot. Similarly, in [12], the trajectory demonstrated by a human
operator together with sEMG signals is used to command both
the position and the stiffness of a robot manipulator interacting
with the environment. In these cases, the signals are encoded by
using DMPs models, so that they can be easily adapted to new
tasks.

Differently from the abovementioned works (refer also to
Table I), in the framework proposed in this article, we are not
going to estimate the user’s arm stiffness and/or compliance
with the objective of making the robot replicate the human
stiffness profile. Furthermore, note that, the estimation of hu-
man arm’s stiffness/compliance may be highly dependent by
arm configuration, and in general is not independent from the
user’s upper limb motions/postures. In an alternative way, in our
approach, we use sEMG to estimate the user’ hand (fingers and
wrist joints) muscle co-contraction level – from the activation
of the predominant extrinsic hand’ antagonistic muscles located
in the forearm – in order to provide the user with additional
programming capabilities. Furthermore, we demonstrated that
our approach can be used to specify at runtime, during both the
execution of kinesthetic teaching based or teleoperation-based
robot trajectory programming. Importantly, since the user should
be able to voluntarily and intuitively enforce the additional
programming capabilities, a vibrotactile feedback is provided
to inform her/him about the actual programming state of the
robotic system. This approach allows us to better capture the
human intentions for PbD tasks, and enhance their effectiveness
for more complex tasks, by still maintaining an high level of
intuitiveness.

V. CONCLUSION

In this study, by exploiting wearable human-robot inter-
faces based on surface Electromyography (sEMG), users can
modulate the level of forearm muscle co-contraction without
generating additional motions or forces, effectively providing
additional degrees of programming during PbD. The integration
of vibrotactile feedback enhances the communication between
the operator and the robotic system, ensuring the effectiveness
and intuitiveness of the interface. The experiments conducted
on an industrial wiring task demonstrate the successful pro-
gramming of robot compliance and gripper grasping function-
alities, both through kinesthetic and teleoperated PbD. Online
automatic execution of the robotic wiring task achieved a 100%

success rate, showcasing the approach practical viability. Future
research could explore the extension of this approach to program
additional collaborative robot functionalities, further enhancing
their capabilities and usability in real-world applications.
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