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Intuitive Directional Sense Presentation to the Torso
Using McKibben-Based Surface Haptic Sensation in
Immersive Space
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Abstract—In recent years, systems that utilize immersive space
have been developed in various fields. Immersive spaces often
contain considerable amounts of visual information; therefore,
users often fail to obtain their desired information. Therefore,
various methods have been developed to guide users toward haptic
sensations. However, many of these methods have limitations in
terms of the intuitive perception of haptic sensation and require
practice for familiarization with haptic sensation. Fabric actuators
are wearable haptic devices that combine fabric and McKibben
artificial muscles to provide wearers with surface haptic sensation.
These sensations can be provided to a wide area of the body with
intuitive perception, instead of only to a part of the body. This paper
presents a novel air pressure adjustment method for whole-body
motion guidance using surface haptic sensations provided by a
wearable fabric actuator. The proposed system can provide users
with a directional sense without visual information in an immersive
space. The effectiveness of the proposed system was evaluated
through subject experiments and statistical data analysis. Finally, a
directional sense presentation was conducted for users performing
micromanipulations in a mixed-reality space to demonstrate the
applicability of the proposed system for teleoperation.
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I. INTRODUCTION

ECENTLY, the demand for systems based on immersive
R spaces has increased [1]. In the medical field, immersive
spaces have been utilized in applications such as medical ed-
ucation [2], surgical planning [3], surgical guidance [4], and
assisted reproductive technology [5], [6]. Users in immersive
spaces can obtain rich visual information in all directions. How-
ever, excessive visual information may cause users to overlook
their desired information. This issue is especially prevalent
in unknown spaces, such as micro space, where users often
look in unintended directions owing to insufficient information
regarding the objects in the space.

To address this problem, guidance methods based on visual
information have been developed for immersive spaces [7], [8].
These methods guide user movements by adding or changing
visual information. Users of these methods must closely observe
visual information. However, as close observation of visual
guidance can interfere with the user’s work in an immersive
space, guidance methods that add or change visual information
are undesirable. Therefore, a directional guidance method that
does not require visual information is required.

This study aimed to provide directional guidance to users
without visual information. We focused on haptic sensation
instead of visual information as a means of directional guidance.
When humans move their gaze, their head and torso movements
are accordingly synchronized [9]. The torso movement is par-
ticularly important during large gaze movements. In addition,
when guiding the user’s gaze, the object that the user wants
to see must be placed in the central vision field, which is
30 deg in radius from the center of the viewpoint [10], [11].
Therefore, we propose a method to indirectly guide a user’s gaze
by changing the posture of the torso in an immersive space using
haptic sensation to place the object that the user wants to see in
the user’s central field of view. We selected McKibben-based
surface haptic sensations provided by wearable fabric actuators
to change the torso posture of the user. The fabric actuators are
composed of clothing and McKibben artificial muscles. The hap-
tic sensation is provided to the user by deforming clothing with
McKibben artificial muscles attached to fabric actuators [12].

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
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Fig. 1. Conceptual schematic of the directional sense presentation system. The
top and bottom are the immersive and physical spaces, respectively. The user is
immersed in the immersive space consisting of the operating environment and
performs operations.

This haptic sensation intuitively provides a user’s torso with four
kinesthetic perceptions: forward bending, backward bending,
left twist, and right twist.

Fig. 1 shows a schematic of the proposed system. The user
is immersed in an immersive space created by measured data
from the operated environment. The proposed system provides
surface haptic sensations to users based on their current and
target gaze directions to guide their gaze in an immersive space.
In this study, we propose a method for indirectly guiding a user’s
gaze by providing surface haptic sensations that induce torso
movement. The user alters the posture of the torso according
to the surface haptic sensation, and adjusts the head and eye
positions according to the torso posture. The proposed system
implements a novel method for adjusting air pressure based on
the user’s gaze direction and the target object that the user wishes
to see. We conducted a subject experiment to confirm whether
the proposed system could display the target object that the user
wanted to see in the central field of view. In addition, a subject
experiment was conducted to evaluate the perceived speed of
the surface haptic sensation. Finally, the proposed system was
demonstrated in a micromanipulation scenario conducted in an
actual immersive space.

II. RELATED WORK

Several devices have been developed to enable the presenta-
tion of haptic sensations instead of visual information in immer-
sive spaces [13]. Some haptic sensation methods in immersive
spaces use stationary devices such as friction, hardness, and

roughness [14], [15]. However, these devices have limitations
such as a lack of space for presentation because they are fixed at
one location. To address these issues, wearable and lightweight
haptic sensation devices have been developed recently [16].
Many of these wearable devices focus on the hands and fingers.
These devices improve the reality of the immersive space by
providing the sensations of softness [17], pressure [18], and
touch [19], [20], [21] via haptic sensation to the hand. However,
methods that focus on the hands and fingers provide limited
haptic information because of the limited areas of these parts.
To provide more haptic information to the user, approaches that
provide haptic sensations to various parts of the body are also
available. For example, haptic sensations can be provided to the
arms [22], feet [23], neck [24], [25], head [26], [27], face [28],
torso [29], and at various body locations [30].

Haptic sensations to various parts of the body enable tasks
such as navigation and guidance of movements in immersive
spaces, which are difficult with haptic presentation using only
the hands and fingers [23], [25], [28]. These methods use hap-
tic sensations to the face and neck to provide gaze guidance.
However, these methods do not consider the movement of the
torso, which significantly influences large gaze movements [9],
as described in the Introduction. Other similar approaches pro-
vide navigation and guidance through haptic sensation to the
user’s torso [31], [32], [33]. These methods enable navigation
by providing vibrotactile sensations to the torso. However, these
methods require prior instructions for the user on the vibrotactile
sensations that indicate a specific type of navigation, making
these systems less intuitive for first-time users. Additionally,
these methods are specialized for two-dimensional (2D) navi-
gation on horizontal maps, making their application to three-
dimensional (3D) gaze guidance difficult.

Unlike vibrotactile sensations, McKibben-based surface hap-
tic sensations provided by fabric actuators can present haptic
sensations to a wide area of the body using intuitive haptic
perception [12], [34], [35]. Such actuators use the deformation of
clothing by McKibben artificial muscles as a haptic sensation,
allowing the user to intuitively interpret the information that
the haptic sensation intends to provide. Our approach uses this
haptic sensation to enable 3D gaze guidance with intuitive haptic
perception.

III. PHYSICAL DIRECTIONAL SENSE PRESENTATION SYSTEM
USING A WEARABLE FABRIC ACTUATOR

Figs. 2 and 3 show the configuration and overview of the
physical directional sense presentation system using a wearable
fabric actuator, respectively. The user wears a fabric actuator
and mixed-reality device with a gaze-tracking function.
Information on the gaze direction from the mixed-reality
device is sent to the PC, which calculates the air pressure
command values necessary to guide the wearer’s gaze and
sends them to the air pressure controller. The proposed
system consists of a wearable fabric actuator, a computer
(Windows 10 Pro, 64-bit, CPU Intel (R) Core (TM) i7-11800H,
2.30 GHz, 16 GB RAM, GPU NVIDIA GeForce RTX
3060 Laptop), an air compressor (ACP-39SLA, TAKAGI
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Fig. 2. Configuration of the directional sense presentation system. The user
wears a mixed reality device with gaze tracking and our wearable fabric actuator.
The fabric actuator provides surface haptic sensations based on the user’s gaze
received by the mixed reality device.
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Overview of the directional sense presentation system.

Fig. 3.

Front side Back side

Fig. 4. Overview of wearable fabric actuator. The left and right images show
the front and back sides, respectively.

Corporation), an air pressure controller, and a mixed-reality
device (Hololens2, Microsoft). The air pressure controller
includes programmable logic controllers (007001001100,
Industrial ~ shields) and electric regulators (CRCB-
0135 W/0136 W, KOGANEI Corporation).

Fig. 4 presents an overview of the wearable fabric actuator.
It consists of 12 McKibben artificial muscles placed on the
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Fig.5. Placement of twelve McKibben artificial muscles. The left figure shows
the front side and the right figure shows the back side. Red, blue, green, and
orange lines indicate McKibben artificial muscles.

clothing, which are driven by the air pressure. The arrangement
of McKibben artificial muscles in the wearable fabric actuator
is illustrated in Fig. 5. The artificial muscles contracted by the
application of air pressure deform the wearable fabric actuator,
providing surface haptic sensation to the wearer. The intensity
of surface haptic sensations and magnitudes of the applied air
pressure and are positively correlated in the wearable fabric
actuator. By changing the combination of artificial muscles to
which air pressure is applied, the wearable fabric actuator can
provide the wearer’s torso with four sensations, i.e., forward
bending, backward bending, left twisting, and right twisting. The
application of air pressure to the artificial muscles, indicated by
red line (Fy, Fo, F3, F4), blue line (B, B2, B3, B4), orange line
(L1, L), and green line (R;, Ro) in Fig. 5, produced forward
bending, backward bending, left twist, and right twist, respec-
tively. A detailed description of the wearable fabric actuator,
including an evaluation of its basic performance, is presented
in [12].

IV. ALGORITHM OF THE PHYSICAL DIRECTIONAL
SENSE PRESENTATION

A. Derivation of Equation Between Air Pressure and
Gaze Angle

The proposed system divides the gaze angles into two angles
on the horizontal (left and right) and vertical (up and down)
planes. When the proposed system guides the user’s gaze to
the left, the fabric actuator provides a surface haptic sensation
that induces a left twist of the torso. When the proposed system
guides the user’s gaze to the right, the fabric actuator provides
a surface haptic sensation that induces a right twist of the torso.
When the proposed system guides the user’s gaze upward, the
fabric actuator provides a surface haptic sensation that induces
backward bending of the torso. Similarly, when the proposed
system guides the user’s gaze downward, the fabric actuator
provides a surface haptic sensation that induces forward bending
of the torso. To achieve air pressure adjustment in surface
haptic sensation based on the user gaze angle, it is necessary to
determine an equation that relates the air pressure applied to the
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Algorithm 1: Algorithm of Approximate Equation Fitting.
Inmput: k. =1to4,n =110 10,0 < Py, Prio < Pyax,
Py, < Pkn—i—l
1: fori=1to4do
for j = 1to 10 do
Input air pressure commands of size P;; into the
artificial muscles.
Obtain the gaze angle.
0;; < newvalue
end for
Find an approximate equation for P;,
(n=1,...,10) and 0;,, (n = 1,...,10) using the
least squares method.
8: end for

AR A

fabric actuator to the gaze angle. This equation must establish a
one-to-one correspondence between air pressure and gaze angle,
as air pressure values for a target gaze angle cannot be deter-
mined without such a correspondence. Moreover, the equation
requires that the air pressure increases continuously as the gaze
angle increases since the surface haptic sensation increases as
the air pressure increases. Based on these two conditions and
Stevens’ power law [36], the relationship between air pressure
and gaze angle can be given by:

Py = fi(0) = axb? +cp (k=1,...,4), (1)

where ay, by, and ¢, are the coefficients. k = 1, 2, 3, and
4 denote left twist, right twist, forward bend, and backward
bend, respectively. Py, (k = 1,...,4) represents the air pressure
applied on the fabric actuator. 65 (k = 1,...,4) represent the
gaze angles in the left, right, down, and up directions.
Algorithm 1 is used to determine coefficients ay, by, and cj,
in Equation (1). The algorithm employs a systematic data col-
lection and fitting procedure. In this process, Pas 4 x denotes the
maximum air pressure, set at 375kPa in the proposed system. As
shown in Equation (1), the subscript k& denotes the torso move-
ments, while the subscript n represents the sequence number of
measurements (n = 1,...,10). For each movement k, the al-
gorithm collects a sequence of pressure—angle pairs ( Pk, Oxn ),
gradually increasing the applied pressure and recording the
corresponding gaze responses. These data points are then used
in the Levenberg—Marquardt method to determine the optimal
coefficients ay, by, and c; for each of the four movements:
left twist, right twist, forward bend, and backward bend. Fig. 6
illustrates the fitting procedure from the top. First, the initial gaze
vector of the wearer is recorded before fitting. Next, air pressure
Py is applied to the artificial muscle to guide it in the direction of
fitting ((1) in Fig. 6). Surface haptic sensations corresponding
to the air pressure are then applied to the wearer’s torso ((2)
in Fig. 6). The proposed system records angle j; between the
wearer’s gaze vector g and initial gaze vector gg, which changes
in response to surface haptic sensation from the wearable fabric
actuator ((3) in Fig. 6). After recording angle 6y, the following
magnitude of air pressure is applied to the artificial muscles ((4)
in Fig. 6). (2) to (4) in Fig. 6 are repeated 10 times to obtain the

9o Gaze movement
Input air pressure 1 P @)
P i=1 ki Input next
‘ air pressure
@ i=i+1
1

Surface haptic
sensation

@

Fig. 6.  Fitting procedure view from the top. (1): In the initial state where the
user is front facing, input the first air pressure into the wearable fabric actuator.
(2): The wearable fabric actuator provides surface haptic sensation. (3): The
user moves the gaze direction. Obtain the angle between the initial gaze vector
go and gaze vector g. (4): Input the next air pressure. Repeat steps (2) to (4)
to obtain the combination of Py, (n =1,...,10) and O, (n =1,...,10);
then, perform the least-squares method.

air pressure Py; (i = 1,...,10) applied to the artificial muscles
and the corresponding gaze angle 6y; (i = 1,...,10). In this
fitting procedure, participants are instructed to adjust their torso
posture and gaze direction following the haptic sensations and
their torso posture, respectively. Let Hy, x, and y; be defined
as follows:

ake,’i’; —+ Cp P
" axls + ci Zk Py N
k = . y Tk = k| Yk — . .
. ch :
ar0.i, + ck Pr1o

The coefficients (ay, by, and ci) can be estimated using the
Levenberg—Marquardt method, as follows:
2y = arg min (yg — Hk)2 . 3)
T
The proposed algorithm performed this fitting for four guiding
directions (forward, backward, left, and right) to obtain the

correlation between the air pressure and gaze angle in each
direction.

B. Air Pressure Adjustment Method for Surface Haptic
Sensations Based on Gaze Angle

Fig. 7 depicts the procedure of directional sense presentation
using the proposed system. For left-right guidance, the target
angles 0 and 0% are calculated from the projection of the
gaze vector and target position vector onto the xz plane. The
wearable fabric actuator provides surface haptic sensation using
the current gaze angles 6, or 6. For upward and downward
guidance, the target angles 6% and 6 are obtained from the
projection of vectors onto the yz plane. The wearable fabric
actuator provides surface haptic sensation using the current gaze
angles 03 or 0.

The proposed system calculates the target gaze angle to be
moved from the gaze and position vectors of the target object
relative to the user. The system then calculates the air pressure
value as the input from the approximate equation and calculated
angle. The current air pressure is fed back based on the user’s
current gaze angle to reduce disturbances and errors. The target
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Fig. 7.  (Left) Procedure for directional sense presentation using the proposed
system (top view). (Right) Procedure for directional sense presentation using
the proposed system (side view). The left-right directional sense presentation
is based on 65, 95, 01, and 5. The up—down directional sense presentation is
based on 0%, 0%, 03, and 0.

air pressures for the artificial muscles in the four directions (Pkf)
are derived as follows:

P+ G(fr(0}) — fr(0k)),

if (05 > 0 A L(0f — 0;) > 0)
P}, if (08 > 0A £(08 —0,) <0)’
0, if g <0

Pl =

“

where 6} is the target gaze angle and G is a constant value. The
output of surface haptic sensation changes only when the user’s
gaze moves away from the target gaze direction, and not when
it approaches the target gaze direction. We believe that when
the clothing deformation decreases, the user may misconstrue
the gaze angle at which the deformation decreases as the target
gaze. Therefore, we adopted an air pressure control algorithm
that provides feedback only when the error increases.

V. EXPERIMENT TO EVALUATE DIRECTIONAL SENSE
PRESENTATION ACCURACY

A. Experimental Setup

The first subject experiment was conducted to evaluate the
accuracy of directional presentation. Fig. 8 shows the appearance
of a subject during the experiment, who wore a mixed-reality de-
vice, wearable fabric actuator, neck speaker, and six McKibben
artificial muscles wrapped around each arm. The subjects sat on
a stool and placed a keyboard on their lap.

Before beginning the experiment, the subjects performed the
fitting procedure described in Section IV. At the beginning of
the experiment, the subject faced forward, and the target gaze
angle was randomly determined. It should be noted that the target
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Fig. 8. Overview of a subject in the experiment. The subject wears a mixed
reality device, a proposed wearable fabric actuator, and a neck speaker. The
subject also has three artificial muscles wrapped around each arm.

TABLE I
EXPERIMENTAL CONDITIONS

Condition Guidance method Air pressure adjustment
1 Surface haptic sensation With
2 Surface haptic sensation Without
3 Simple haptic sensation With
4 Synthesized speech Without

TABLE II
RELATIONSHIP BETWEEN THE GAZE GUIDANCE DIRECTION AND THE
CONTRACTED ARTIFICIAL MUSCLE IN CONDITION 3

Guiding direction | Contracted artificial muscle in Fig. 9
Upward (i) and (iv)
Downward (iii) and (vi)
Leftward (v)
Rightward (ii)

gaze angle was within 30 deg of the vertical angle and 60 deg
of the horizontal angle. The subjects changed their gaze angle
according to gaze guidance and pressed the keyboard when they
thought that the current gaze angle matched the target gaze angle.
The accuracy of gaze guidance was evaluated by measuring the
error between the target gaze angle and the subjects’ gaze angle
based on their keyboard input.

The subjects experimented with four conditions using dif-
ferent gaze guidance methods. Table I lists the gaze guidance
methods used in each experimental condition. In Conditions 1
and 2, the surface haptic sensation was used for gaze guidance;
the air pressure adjustment method described in Section IV-B
was implemented in Condition 1, but not in Condition 2. In
Condition 3, directional guidance was provided using the simple
haptic sensation. Under this condition, the same McKibben
artificial muscles as in Condition 1 (proposed system) were
attached to the arm instead of the torso for guidance. Fig. 9
illustrates the attachment of the artificial muscles to the arm.
Table II shows the mapping between gaze guidance directions
and the corresponding contracted artificial muscles illustrated
in Fig. 9 for Condition 3. The algorithm for determining the
magnitude of the air pressure applied to the artificial muscles



YOKOE et al.: INTUITIVE DIRECTIONAL SENSE PRESENTATION TO THE TORSO USING MCKIBBEN-BASED SURFACE HAPTIC SENSATION 249

) &= — (iv)
(i) B (V)
(i) T Y (Vi)
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Fig. 9. Arrangement diagram of artificial muscles attached to the arms. The
black line indicates the McKibben artificial muscle. These artificial muscles are
used to present simple haptic sensations during the experiment.

was the same as that for Condition 1 (proposed system), with
the initial input air pressure determined by Equation (1) and
the air pressure adjusted by Equation (4). In the air pressure
adjustment used for Conditions 1 and 3, the adjustment gain
G in Equation (4) was set to 0.05. Further, under Condition 4,
the synthesized speech was used for gaze guidance. Under this
condition, the subjects were guided by synthetic speech output
from a neck speaker worn by the subject, which provided the
target direction and the angle to the target angle. For example,
if the target direction is 36 deg to the right and 12 deg upward
from the subject’s gaze direction, the synthesized speech outputs
“36 to the right and 12 upward.” Speech synthesis was output
only once at the beginning of the experimental task. It should
be noted that Microsoft Azure was used for speech synthesis
in this study. Synthetic speech guidance is expected to have
the highest accuracy among these guidance methods, and a
specific limitation of the proposed approach can be obtained by
comparing the proposed system with synthetic speech guidance.
No training was conducted to familiarize the participants with
the conditions.

All 15 subjects were healthy individuals between the ages
of 21 and 25, with their BMI ranging between 17 and 26. Each
subject performed the experimental task ten times under all con-
ditions, and the order of conditions was determined randomly.

B. Experimental Results

Figs. 10 and 11 show the violin plots of the horizontal and
vertical errors per condition. To provide gaze guidance, it is
necessary to achieve an accuracy of 30 deg in radius from the
center of the viewpoint, called the central vision field, which
enables the accurate identification of the color and shape of an
object [10], [11]. In all four conditions, the mean and median
of the horizontal and vertical errors were less than 30 deg.
Therefore, it was found that all four guidance methods, including
the proposed method, were capable of guiding the gaze toward
the central vision field.

Condition 4, which used synthesized speech, had significantly
smaller horizontal and vertical errors than Conditions 1, 2,
and 3, which used haptic guidance (Friedman test with Dunn—
Bonferroni correction [37]: p < 0.001). Moreover, no significant
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Fig. 10.  Violin plot of the horizontal error. * * * represents significant differ-
ences estimated by a multiple comparison (Friedman test with Dunn—Bonferroni
correction [37]: p < 0.001).
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Fig. 11.  Violin plot of the vertical error. * * * represents significant differences

estimated by a multiple comparison (Friedman test with Dunn—Bonferroni
correction [37]: p < 0.001).

differences were observed in the horizontal and vertical errors
between Conditions 1, 2, and 3 with haptic guidance.

VI. EXPERIMENT TO EVALUATE THE SPEED OF
HAPTIC PERCEPTION

A. Experimental Setup

The second experiment was conducted to evaluate the speed
of haptic perception. The subjects wore a mixed-reality device, a
wearable fabric actuator, and a neck speaker, with six McKibben
artificial muscles wrapped around each arm, as described in
Section V. The subjects sat on a stool and placed a keyboard
on their lap during the experiment.
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Fig. 12.  View from the subject’s perspective during the experiment. The red
sphere is the target object and the pink spheres are dummy objects. A target
object was placed among 50 dummy objects.

Front of the user

Front of the user

View from the top

View from the right side

Fig. 13. Display range of virtual objects. Target and dummy objects appear
within the gray regions.

Fig. 12 shows a mixed-reality space view from a subject
during the experiment. The subjects found as many target objects
as possible for 40 s under four conditions described in Table 1.
At the beginning of the experiment, the subjects faced forward
and the target object with 50 dummy objects appeared randomly
in the mixed-reality space. Under Conditions 1, 2, and 3, the air
pressure was determined using Equation (1) according to the
direction of the target object and the gaze angle of the subject.
Under Conditions 1 and 3, the air pressure was adjusted using
Equation (4) until the target object was located. Under Condition
2, the same air pressure was maintained until the target object
was located. Under Condition 4, speech synthesis was output
only once for each target object. The subjects searched for the
target object and pressed the keyboard upon finding it. When
the subject presses the keyboard, the error angle between the
subject’s gaze direction and the target direction is measured. If
this error angle is within 5 deg, the dummy object disappears
and the target object returns to the subject’s front.

The subject then had to go back gazing at the starting position,
the subject’s front. When the subject looks at the starting posi-
tion, the target object randomly moves again and dummy objects
appear. Fig. 13 shows the display range of the target and dummy
objects from the top and right sides of the subject. The virtual
objects were displayed within a horizontal angle of 60 deg to
the left or right, a vertical angle of 30 deg above or below, and a
distance of 0.5 to 3.0 m from the subject, denoted by gray areas in
Fig. 13. Both the target object and dummy objects were spheres
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Fig. 14.  Violin plot of identified target objects. * % x represents significant
differences by a multiple comparison (Friedman test with Dunn—-Bonferroni
correction [37]: p < 0.001). = represent significant differences by a multiple
comparison (Friedman test with Dunn—Bonferroni correction [37]: p < 0.05).

TABLE III
MEAN VALUE OF IDENTIFIED TARGET OBJECTS PER SUBJECT

Guidance method Surfape Surfa;e Simple Synthesized
haptic haptic haptic speech
Air pressure adjustment With Without With Without
A 7.1 8.7 7.8 6.5
B 11.8 11.8 8.3 7.8
C 10.8 9.3 10.0 8.7
D 11.3 12.0 11.2 8.8
E 15.3 11.5 14.7 9.5
F 10.7 10.0 10.0 8.7
G 7.2 6.2 52 8.0
H 10.7 10.0 43 6.5
I 10.5 8.0 8.5 8.3
J 8.0 7.1 5.8 7.5
K 10.3 6.7 8.7 8.2
L 13.5 9.0 13.3 10.5
M 14.5 16.2 13.2 10.7
N 8.7 7.8 9.2 8.7
O 9.7 7.7 8.2 7.3

with a diameter of 0.1 m; the color code of the target and dummy
objects was #FF0000 and #FFOOFF, respectively. In most of the
experimental tasks, the target object was not in the visual field
of the subject before guidance. Each guidance method assists
the subject by moving the subject’s central visual field and
placing the target object within it. Changing the color of the
target object allows participants to easily identify that the target
object has entered their central visual field. The experiment was
designed based on previous studies [8], [28]. The speed of haptic
perception was evaluated by measuring the number of identified
target objects.

All 15 subjects were healthy individuals between the ages
of 21 and 25, with their BMI ranging between 17 and 26, as
previously described in Section V. Each subject performed the
experimental task six times under all conditions, and the order
of conditions was randomly determined.

B. Experimental Results

Fig. 14 illustrates the violin plot of the number of identified
target objects per condition. The standard deviations of the
identified target objects under Conditions 1, 2, 3, and 4 were 3.0,
3.3,4.0, and 1.4, respectively. Table III presents the mean of the
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number of identified target objects per subject, respectively. In
this table, A through O represent each subject.

The proposed method (Condition 1) demonstrated the largest
mean among all four conditions. Under Condition 1 (the pro-
posed method), ten subjects had the largest mean. Under Con-
dition 2, four subjects had the largest mean. Under Condition 3,
one subject had the largest mean. Under Condition 4 one subject
had the largest mean.

Multiple comparison revealed that Condition 1 (the proposed
method) had significantly higher identified target objects than
Conditions 2, 3, and 4, (Friedman test with Dunn—-Bonferroni
correction [37]: p < 0.05). The results indicate that the proposed
method can guide the gaze direction at the highest speed among
all four conditions.

VII. DEMONSTRATION OF PROPOSED SYSTEM IN IMMERSIVE
MICROMANIPULATION SYSTEM

A demonstration was conducted to confirm the application of
directional sense presentation using a wearable fabric actuator
to an actual immersive manipulation system. In this demon-
stration, we implemented directional sense presentation using
a wearable fabric actuator in a mixed-reality-based immersive
micromanipulation system proposed by our research group [6],
[38] and confirmed whether the system can smoothly perform
micromanipulation. This immersive micromanipulation system
enabled the operator to perform micro-manipulation by moving
virtual pipettes. By properly mapping the micropipettes and
micro-objects onto a macro 3D immersive space, this system
allows the user to perform micromanipulation with hand move-
ments 1000 times larger than the actual micromanipulation task.
Therefore, users can perform micromanipulation as if the tasks
were performed in the macro world. However, the user may lose
sight of the micropipettes and micro-objects to be manipulated
because the user is immersed in an immersive space. The pro-
posed guidance system is then used to guide the user to the
location of micropipettes or micro-object.

Fig. 15 shows a demonstration of the proposed system in
micromanipulation tasks. At the beginning of the demonstra-
tion, the operator did not see the virtual holding pipette or
microbeads to be manipulated. Therefore, the wearable fabric
actuator guided the operator to find the virtual holding pipette
(Time = 0-3 s in Fig. 15). The operator smoothly found the
virtual holding pipette and microbeads and manipulated them
using his hand (Time = 3-12 s in Fig. 15). The operator then
wanted to manipulate the injection pipette but could not see the
virtual injection pipette. Therefore, the wearable fabric actuator
provided the operator with the direction of the virtual injection
pipette (Time = 12—-15 sin Fig. 15). Then, the operator smoothly
found and manipulated the virtual injection pipette (Time = 15—
30 s in Fig. 15).

This demonstration confirmed that the proposed directional
sense presentation system can be implemented in an actual
immersive manipulation system.

Time User View from user

Microscopic image

Fig. 15. Demonstration of the directional sense presentation in an immersive
micromanipulation system. The user wears a wearable fabric actuator and a
mixed-reality device. Mixed reality device displays virtual objects to the user.
The virtual objects are a holding pipette, an injection pipette, and a microbead,
and the user performs micromanipulation by operating the virtual pipettes. Based
on the position of the operated virtual pipettes, the actual pipettes in microscopy
are operated.

VIII. DISCUSSION

In the proposed derivation method of an equation between air
pressure and gaze angle, air pressure is applied to the wearable
fabric actuator in the order of smallest to largest. However, the
hysteresis of surface haptic sensation produced by the wearable
fabric actuator may cause users to move differently from the
directional presentation that is actually performed in an im-
mersive space. Therefore, we implemented an air adjustment
algorithm that gradually changes, as in the derivation process,
the air pressure when users make an incorrect move to improve
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the directional guidance performance. The experiment for evalu-
ating the speed of directional sense presentation confirmed that
the adjustment algorithm significantly increased the speed of
directional sense presentation using surface haptic sensation.
It is known that the human perception of haptic sensation is
relative [39]; therefore, changes in the intensity of surface haptic
sensation by the adjustment algorithm may have helped users to
perceive the intensity of surface haptic sensation more easily,
thereby increasing the directional guidance speed of surface
haptic sensation.

The proposed method also had a significantly higher speed
of directional guidance than simple haptic sensation, however,
there is no significant difference in the speed between surface
haptic sensation without air pressure adjustment and simple
haptic sensation with the adjustment. This result suggests that
the proposed air pressure adjustment method only affected the
surface haptic sensation of the wearable fabric actuator. Since
the surface haptic sensation generated by the wearable fabric
actuator followed body movements, the wearer experienced
greater resistance than that in a simple haptic sensation when
performing a movement different from the guided movement.
The proposed air pressure adjustment changes the intensity of
surface haptic sensation when the wearer makes a movement
different from the guided movement, and the wearer experiences
greater resistance earlier than without the air pressure adjustment
method. Itis believed that the large resistance increased the speed
of directional sense presentation by making the wearer quickly
recognize that the movement was different from the guided
movement. The intensity of haptic sensation can be perceived us-
ing a simple haptic sensation; however, it is difficult to perceive
resistance when the user makes a movement that is different from
the guided movement; thus, air pressure adjustment may be less
effective for simple haptic sensation. This sense of resistance
makes it easier for subjects to recognize when they have made a
large error in their movements, therefore the standard deviation
for the conditions using surface haptic sensation were lower than
that for the simple haptic sensation condition in the experiment
evaluating the speed of directional sense presentation.

The proposed system was confirmed to have outstanding
speed in presenting a directional sense. However, when the
proposed system was used in the experiment to evaluate the
speed of directional sense presentation, five of the 15 subjects did
not have the highest mean of the identified target objects. A few
subjects did not obtain a good surface haptic sensation because
the proposed wearable fabric actuator did not match their body
size. In this study, the wearable fabric actuator was available in
only one size; therefore, it may have been too large for some
of the subjects. Although the calibration steps proposed in this
study can address differences in the subject’s sensitivity to haptic
sensations, they cannot address differences in the subject’s body
size. In future, we plan to develop fabric actuators of various
sizes to address the body size of the wearer. Additionally, in
the subject experiments, the adjustment gain value was kept
constants for all subjects. However, the adjustment gain that
maximized the adjustment effect differed among the subjects,
and the performance of the proposed system may be further im-
proved by adjusting the adjustment gain of each user. Moreover,
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for subject safety, the magnitude of air pressure applied to the ar-
tificial muscles was limited to 375 kPa in the subject experiment.
The air pressure did not change when the air pressure adjustment
calculation results were higher than 375 kPa. Therefore, subjects
insensitive to surface haptic sensation would not improve the
speed of directional sense presentation because the air pressure
reached the upper limit and did not change.

In the evaluation of directional presentation accuracy, the
accuracy of directional guidance using haptic sensations were
significantly lower than that using synthesized speech. There-
fore, the synthesized speech was less misleading to users and
facilitated the understanding of the direction of guidance in
comparison to haptic sensations. This result may be because
humans communicate using speech daily and are used to trans-
forming speech into directional information; however, they are
not familiar with transforming haptic sensation into directional
information. For this reason, in the experiment evaluating the
speed of directional sense presentation, the standard deviation
in conditions using synthesized speech was lower than that in
conditions using haptic sensation. If humans become familiar
with transforming haptic sensation into directional informa-
tion, the accuracy of haptic-based directional presentation may
improve.

The speed of haptic perception using the proposed method was
significantly higher than using synthesized speech. Furthermore,
in the evaluation of directional presentation speed, the mean
values of identified target objects using synthesized speech was
lower than the values using haptic sensations. The results could
be explained by the fact that synthesized speech requires more
time to receive information and transform the information into
direction than haptic sensation.

In the evaluation of directional presentation accuracy, there
were no combinations with significant differences between the
conditions using haptic sensations. This result suggests that
the proposed air pressure adjustment method does not have a
significant effect on the accuracy of haptic directional sense
presentation. In addition, the location of the haptic sensation
may have no significant effect on accuracy if the magnitude of
the haptic sensation remains the same.

This study proposed an air pressure adjustment algorithm for
the directional guidance of static targets; therefore, the proposed
system cannot be directly applied to the directional guidance of
moving targets. However, the proposed system can be applied to
moving targets by developing an algorithm that adjusts the air
pressure according to the movement of the target.

IX. CONCLUSION

In this study, we proposed a directional sense presentation sys-
tem in an immersive space using a wearable fabric actuator. The
proposed system guides the user’s direction by providing surface
haptic sensation to the user according to the user’s direction.
Furthermore, a novel air pressure adjustment method for surface
haptic sensation based on human motion was implemented in
the proposed system. We conducted experiments to verify the
effectiveness of the proposed system, which confirmed that the
proposed system can provide directional guidance significantly
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faster than synthesized speech guidance and simple haptic
sensation. The experimental results also indicate that the
proposed air pressure adjustment method for surface haptic
sensation improved the speed of haptic perception. Finally, we
demonstrated the proposed system using a mixed-reality-based
micromanipulation system to confirm that it can be implemented
in an actual immersive manipulation system.

The directional presentation by surface haptic sensation could
be adapted to other immersive systems and could dramatically
increase the speed of work in immersive spaces without disturb-
ing the user’s movement in the immersive space. Future research
objectives include verifying the correlation between users’ fa-
miliarity with the wearable fabric actuator and the efficiency
of directional guidance, as well as developing a surface haptic
sensation presentation method for motion guidance in other parts
of the body.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

(1]
[12]

[13]

[14]

[15]

[16]

REFERENCES

J. L. Lipton, A. J. Fay, and D. Rus, “Baxter’s Homunculus: Virtual reality
spaces for teleoperation in manufacturing,” IEEE Robot. Automat. Lett.,
vol. 3, no. 1, pp. 179-186, Jan. 2018.

L. Chen, T. W. Day, W. Tang, and N. W. John, “Recent developments and
future challenges in medical mixed reality,” in Proc. 2017 IEEE Int. Symp.
Mixed Augmented Reality 2017, pp. 123-135.

J. T. Verhey, J. M. Haglin, E. M. Verhey, and D. E. Hartigan, “Virtual,
augmented, and mixed reality applications in orthopedic surgery,” Int. J.
Med. Robot. Comput. Assist. Surg., vol. 16, no. 2, 2020, Art. no. e2067.
T.M. Gregory, J. Gregory, J. Sledge, R. Allard, and O. Mir, “Surgery guided
by mixed reality: Presentation of a proof of concept,” Acta Orthopaedica,
vol. 89, no. 5, pp. 480-483, 2018.

T. Aoyama, S. Takeno, M. Takeuchi, and Y. Hasegawa, “Head-mounted
display-based microscopic imaging system with customizable field size
and viewpoint,” Sensors, vol. 20, no. 7, 2020, Art. no. 1967.

K. Yokoe, T. Aoyama, T. Fujishiro, M. Takeuchi, and Y. Hasegawa,
“An immersive micro-manipulation system using real-time 3D imaging
microscope and 3D operation interface for high-speed and accurate micro-
manipulation,” ROBOMECH J., vol. 9, no. 1, 2022, Art. no. 16.

C.-G. Lee, G. L. Dunn, I. Oakley, and J. Ryu, “Visual guidance for a spatial
discrepancy problem of in encountered-type haptic display,” IEEE Trans.
Syst., Man, Cybern. Syst., vol. 50, no. 4, pp. 1384-1394, Apr. 2020.

S. Grogorick, M. Stengel, E. Eisemann, and M. Magnor, “Subtle gaze
guidance for immersive environments,” in Proc. ACM Symp. Appl. Percep..
Cottbus Germany, 2017, pp. 1-7.

L. Sidenmark and H. Gellersen, “Eye, head and torso coordination during
gaze shifts in virtual reality,” ACM Trans. Comput.- Hum. Interact.,vol.27,
no. 1, pp. 1-40, 2020.

G. P. Sampson et al., “Visual sensitivity loss in the central 30° of visual field
is associated with diabetic peripheral neuropathy,” Diabetologia, vol. 55,
no. 4, pp. 1179-1185, 2012.

V. D. Bhise, Ergonomics in the Automotive Design Process. Boca Raton,
FL, USA: CRC Press, 2011.

Y. Peng et al., “Funabot-suit: A bio-inspired and McKibben muscle-
actuated suit for natural kinesthetic perception,” Biomimetic Intell. Robot.,
vol. 3, no. 4, 2023, Art. no. 100127.

D. Wang, K. Ohnishi, and W. Xu, “Multimodal haptic display for virtual
reality: A survey,” IEEE Trans. Ind. Electron., vol. 67, no. 1, pp. 610-623,
Jan. 2020.

H. Culbertson and K. J. Kuchenbecker, “Importance of matching physical
friction, hardness, and texture in creating realistic haptic virtual surfaces,”
IEEE Trans. Haptics, vol. 10, no. 1, pp. 63-74, Jan.—Mar. 2017.

Y. Yang, Y. Zhang, B. Lemaire-Semail, and X. Dai, “Enhancing the
simulation of boundaries by coupling tactile and kinesthetic feedback,”
in Proc Haptics, Neurosci., Devices, Model., Appl., 2014, pp. 19-26.

C. Pacchierotti, S. Sinclair, M. Solazzi, A. Frisoli, V. Hayward, and D.
Prattichizzo, “Wearable haptic systems for the fingertip and the hand:
Taxonomy, review, and perspectives,” IEEE Trans. Haptics, vol. 10, no. 4,
pp. 580-600, Oct.—Dec. 2017.

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

(31]

(32]

[33]

(34]

[39]

253

J. Blake and H. B. Gurocak, “Haptic glove with MR brakes for virtual
reality,” IEEE/ASME Trans. Mechatron., vol. 14, no. 5, pp. 606-615,
Oct. 2009.

B. Lim, C. Lee, and D. Hwang, “Development of embedded sensor
system for 5-DOF finger-wearable tactile interface,” IEEE/ASME Trans.
Mechatron., vol. 26, no. 4, pp. 1728-1736, Aug. 2021.

Y. Lee, M. Kim, Y. Lee, J. Kwon, Y.-L. Park, and D. Lee, “Wearable
finger tracking and cutaneous haptic interface with soft sensors for multi-
fingered virtual manipulation,” IEEE/ASME Trans. Mechatron., vol. 24,
no. 1, pp. 67-77, Feb. 2019.

C.-M. Wu, C.-W. Hsu, T.-K. Lee, and S. Smith, ““A virtual reality keyboard
with realistic haptic feedback in a fully immersive virtual environment,”
Virtual Reality, vol. 21, no. 1, pp. 19-29, 2017.

B. I. Edwards, K. S. Bielawski, R. Prada, and A. D. Cheok, “Haptic
virtual reality and immersive learning for enhanced organic chemistry
instruction,” Virtual Reality, vol. 23, no. 4, pp. 363-373, 2019.

C. Schonauer, K. Fukushi, A. Olwal, H. Kaufmann, and R. Raskar, “Multi-
modal motion guidance: Techniques for adaptive and dynamic feedback,”
in Proc. 14th ACM Int. Conf. Multimodal Interaction, Santa Monica, CA,
USA, 2012, pp. 133-140.

A. Meier, D. J. C. Matthies, B. Urban, and R. Wettach, “Exploring
vibrotactile feedback on the body and foot for the purpose of pedestrian
navigation,” in Proc. 2nd Int. Workshop Sensor-Based Activity Recognit.
Interaction, New York, NY, USA, 2015, pp. 1-11.

Y. Yamazaki, S. Hasegawa, H. Mitake, and A. Shirai, “Neck strap haptics:
An algorithm for non-visible VR information using haptic perception on
the neck,” in Proc. ACM SIGGRAPH 2019 Posters, New York, NY, USA,
2019, pp. 1-2.

Y. Tanaka, J. Nishida, and P. Lopes, “Electrical head actuation: Enabling
interactive systems to directly manipulate head orientation,” in Proc. 2022
CHI Conf. Hum. Factors Comput. Syst.,, New York, NY, USA, 2022,
pp. 1-15.

N.-H. Yu et al., “DrivingVibe: Enhancing VR driving experience using
inertia-based vibrotactile feedback around the head,” Proc. ACM Hum.-
Comput. Interaction, vol. 7, pp. 1-22, 2023.

B.-C. Ke et al., “TurnAhead: Designing 3-DoF rotational haptic cues to
improve first-person viewing (FPV) experiences,” in Proc. 2023 CHI Conf.
Hum. Factors Comput. Syst., New York, NY, USA, 2023, pp. 1-15.

F. Nakamura, A. Verhulst, K. Sakurada, M. Fukuoka, and M. Sugi-
moto, “Evaluation of spatial directional guidance using cheek haptic
stimulation in a virtual environment,” Front. Comput. Sci., vol. 4, 2022,
Art. no. 733844.

H.-R. Tsai, Y.-S. Liao, and C. Tsai, “ImpactVest: Rendering spatio-
temporal multilevel impact force feedback on body in VR,” in Proc.
CHI Conf. Hum. Factors Comput. Syst., New Orleans, LA, USA, 2022,
pp. 1-11.

M. Al-Sada, K. Jiang, S. Ranade, M. Kalkattawi, and T. Nakajima, “Hap-
ticSnakes: Multi-haptic feedback wearable robots for immersive virtual
reality,” Virtual Reality, vol. 24, no. 2, pp. 191-209, 2020.

Y. Li et al., “A design study for the haptic vest as a navigation system,”
Int. J. Asia Digit. Art Des. Assoc., vol. 17, no. 1, pp. 10-17, 2013.

R. Monica and J. Aleotti, “Improving virtual reality navigation tasks
using a haptic vest and upper body tracking,” Displays, vol. 78, 2023,
Art. no. 102417.

S. Ertan, C. Lee, A. Willets, H. Tan, and A. Pentland, “A wearable
haptic navigation guidance system,” in Proc. Dig. Papers. 2nd Int. Symp.
Wearable Comput., 1998, pp. 164-165.

Y. Funabora, “Prototype of a fabric actuator with multiple thin artificial
muscles for wearable assistive devices,” in Proc. IEEE/SICE Int. Symp.
Syst. Integration, 2017, pp. 356-361.

Y. Funabora, “Flexible fabric actuator realizing 3D movements like human
body surface for wearable devices,” in Proc. IEEE/RSJ Int. Conf. Intell.
Robots Syst., 2018, pp. 6992-6997.

K. T. Brintzenhofe, Investigating Human Interaction Through Mathemat-
ical Analysis: The Queue Transform. New York, NY, USA: Routledge,
2023.

O. J. Dunn, “Multiple comparisons using rank sums,” Technometrics,
vol. 6, no. 3, pp. 241-252, 1964.

K. Yokoe, T. Aoyama, Y. Funabora, M. Takeuchi, and Y. Hasegawa,
“Mixed-reality-Based immersive micromanipulation system for teleop-
eration and collaborative operation,” in Proc. SICE Annu. Conf., 2022,
pp. 1238-1239.

E. H. Weber, D. J. Murray, and H. E. Ross, E.H. Weber On the Tactile
Senses. London, U.K.: Psychology Press, 2018.



254

Kenta Yokoe (Graduate Student Member, IEEE) re-
ceived the B.E. degree in mechanical engineering
in 2021, and the M.E. degree in micro—nano me-
chanical science and engineering in 2023, Nagoya
University, Nagoya, Japan, in, where he is currently
working toward the Ph.D. degreewith the Department
of Micro-Nano Mechanical Science and Engineer-
ing. His research interests include human-machine
interaction and haptic technology.

Tadayoshi Aoyama (Member, IEEE) received the
B.E. degree in mechanical engineering, the M.E.
degree in mechanical science and engineering, and
the Ph.D. degree in micro—nano systems engineering
from Nagoya University, Nagoya, Japan, in 2007,
2009, and 2012, respectively. He was an Assis-
tant Professor with Hiroshima University, Higashihi-
roshima, Japan, during 2012-2017, and Nagoya
University during 2017-2019. He then became an
Associate Professor with Nagoya University during
2019-2024. From 2018 to 2022, he was a PRESTO
Researcher with JST. He is currently a Professor with the Department of Me-
chanical Systems Engineering, Nagoya University. His researchinterests include
macro—micro interaction, VR/AR and human interfaces, Al-based assistive
technology, micromanipulation, and medical robotics.

Yuki Funabora (Member, IEEE) received the B.E.,
M.E., and Ph.D. degrees in electrical engineering and
computer science from Nagoya University, Nagoya,
Japan, in 2007, 2009, and 2012, respectively. In 2012,
he was a Postdoctoral Researcher with RIKEN Ad-
vanced Science Institute. He was an Assistant Profes-
sor with Nagoya University from 2013 to 2020. He
was also a PRESTO Researcher with JST from 2018
to 2022. He has been an Associate Professor with
the Department of Information and Communication
Engineering, Nagoya University and a FOREST Re-

\_

searcher with JST, since 2020 and 2022, respectively. His research interests
include human-cooperative robots, soft robotics, intelligent control, soft com-
puting, and system design.

IEEE TRANSACTIONS ON HAPTICS, VOL. 18, NO. 1, JANUARY-MARCH 2025

Masaru Takeuchi (Member, IEEE) received the
M.E. and Ph.D. degrees in micro—nano systems en-
gineering from Nagoya University, Nagoya, Japan,
in 2010 and 2013, respectively. He was with the
University of California, Los Angeles, CA, USA, for
a year starting in June 2011. From 2013 to 2014,
he was a Postdoctoral Research Fellow with Nagoya
University. In July 2014, he was an Assistant Profes-
sor with the Department of Micro—Nano Systems En-
gineering, Nagoya University. He was a Designated
Assistant Professor with the Institute for Advanced
Research, Nagoya University from 2016 to 2020. He was also a Visiting
Researcher in plastic surgery with the University of Michigan, Ann Arbor, MI,
USA, from 2016 to 2017. He has been an Assistant Professor with the Depart-
ment of Micro-Nano Mechanical Science and Engineering, Nagoya University
and a FOREST Researcher with JST since 2020 and 2021, respectively. His main
research interests include implantable medical devices, cyborg technology, and
micro—mechatronics.

Yasuhisa Hasegawa (Member, IEEE) received the
B.E., M.E., and Ph.D. degrees in robotics from
Nagoya University, Nagoya, Japan, in 1994, 1996,
and 2001, respectively. From 1996 to 1998, he was
with Mitsubishi Heavy Industries Ltd., Japan. He
joined the Nagoya University in 1998. He moved to
Gifu University, Gifu, Japan, in 2003. From 2004
to 2014, he attended the University of Tsukuba,
Tsukuba, Japan. Since 2014, he has been with Nagoya
University, where he is currently a Professor with the
Department of Micro—Nano Mechanical Science and
Engineering. His research interests include motion-assistive systems, teleoper-
ation for manipulation, and surgical support robots.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


