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Voluminous Fur Stroking Experience Through
Interactive Visuo-Haptic Model in Virtual Reality

Juro Hosoi , Du Jin, Yuki Ban , and Shin’ichi Warisawa , Member, IEEE

Abstract—The tactile sensation of stroking soft fur, known for
its comfort and emotional benefits, has numerous applications in
virtual reality, animal-assisted therapy, and household products.
Previous studies have primarily utilized actual fur to present a
voluminous fur experience that poses challenges concerning ver-
satility and flexibility. In this study, we develop a system that inte-
grates a head-mounted display with an ultrasound haptic display
to provide visual and haptic feedback. Measurements taken using
an artificial skin sheet reveal directional differences in tactile and
visual responses to voluminous fur. Based on observations and
measurements, we propose interactive models that dynamically
adjust to hand movements, simulating fur-stroking sensations. Our
experiments demonstrate that the proposed model using visual
and haptic modalities significantly enhances the realism of a fur-
stroking experience. Our findings suggest that the interactive visuo-
haptic model offers a promising fur-stroking experience in virtual
reality, potentially enhancing the user experience in therapeutic,
entertainment, and retail applications.

Index Terms—Fur, hair, haptic display, mid-air haptics, virtual
reality.

I. INTRODUCTION

HAPTICS plays a crucial role in human cultural and social
activities. Studies on haptics consider various perspec-

tives: perception, sensing, and feedback. Particularly, the touch
of fur, such as that of animals, is comfortable and there is a
demand for stroking and touching fur in our daily lives [1], [2].
The experience of touching fur or animals has been utilized in
various applications including robots and furniture to evoke a
sense of closeness and comfort [3], [4], [5], [6]; entertainment;
animal-assisted therapy [7], [8], [9], [10]; treatment for over-
coming animal phobias in virtual reality (VR) applications [11];
and online shopping for clothing, towels, and interiors [12],
[13], [14].

Various studies have been conducted to create the experience
of touching fur. The methods used can be broadly divided into
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two approaches. The first involves the use of real fur. Wada et al.
introduced three furry animal robots in a health service facility
to improve the mood and depression of elderly people [4]. Lee
et al. developed a mechanism for grasping brush hairs, allowing
manipulation of fur characteristics such as angle and height [15].
These methods employing actual fur offer high levels of realism.
However, the specific properties of prepared fur, such as density
and fineness, should match the intended display. Further, existing
methods lack versatility because they require precise alignment
of position, orientation, and shape to match the intended content.
The second approach involves simulating the tactile experience
of fur without using actual fur. Physical constraints can be
reduced by simulating contact with fur, thereby facilitating
various applications. Lin et al. conducted the studies on electrical
stimulation by touching the surface of a computer graphics (CG)
cat [16]. In their research, the simulation of contact with a
flat-textured cat surface can be achieved. However, to the best of
our knowledge, prior research has not successfully presented the
tactile sensation of voluminous and soft fur, while popular types
of fur that are reported to offer a highly pleasant experience,
such as long-pile fabrics, the fur of animals like cats and dogs,
or human hair, are often voluminous and soft [1], [2], [17], [18].

This study aims to simulate the tactile experience of stroking
voluminous fur. In this paper, we define “voluminous fur” as
fur with long hairs that exhibit directional alignment, such as
following the natural growth pattern. Voluminous fur differs
from flat textures because it possesses shape and direction, and
exhibits different deformations and tactile sensations based on
hand movements and fur conditions, resulting in varied tactile
sensations. Based on these features, we propose an interactive
visuo-haptic model to present a fur-stroking experience.

Challenges associated with replicating the tactile experience
of voluminous fur without real fur are primarily attributed to two
factors. First, rendering spatial simulations using devices such as
pin arrays [19] is nearly impossible without actual fur. Second,
voluminous fur is much softer than human skin and is registered
as a subtle tactile sensation. Therefore, rigid haptic devices such
as vibrators [20], [21] compromise the delicate feeling of fur.
Thus, we use mid-air ultrasound haptic feedback to provide
tactile stimuli without contact. Furthermore, we use cross-modal
illusions with fine CG hair models for precise spatial mapping.

First, we develop a measurement system using an artificial
skin sheet to mimic the experience of stroking, thereby enabling
the observation of voluminous fur characteristics. Our measure-
ments reveal that visual and tactile responses exhibit anisotropy
depending on the stroke direction. Using measurement results,
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we develop tactile and CG models that present fur texture
characteristics in response to hand movements, and construct
a system to present these models using an ultrasound haptic
display array and a head-mounted display (HMD).

This study verifies whether an interactive model using com-
bined visual and haptic feedback related to hand movements
can replicate the experience of stroking voluminous fur. In
Experiment 1, we assess the effect of our tactile design on
evoking fur-stroking sensation, focusing solely on haptic stimuli
to eliminate potential anticipatory biases. Experiment 2 explores
the closeness of our proposed interactive visual and haptic
models in reproducing fur-stroking sensation compared to actual
fur. This paper is a revised version of the abstract demonstrated
at SIGGRAPH Asia 2023 [22]. We have incorporated more
detailed measurements and models. We conducted two addi-
tional experiments to examine the effectiveness of the proposed
method.

II. RELATED WORK

A. Fur Display

The tactile experience of touching fur has profound signifi-
cance across various domains. For example, therapeutic robots
with fur have been used in health service facilities to improve
the mood of elderly people [4]. Fur-covered furniture at home
has been demonstrated to increase pleasantness and comfort [3].
Furry animals, such as dogs and cats, have been used extensively
in animal-assisted therapy to improve emotional well-being [8].

Previous studies on fur displays predominantly used real fur.
Furukawa et al. designed a fur interface with a bristling effect
using a piece of real fur equipped with vibrational motors [23],
[24]. Lee et al. proposed a handheld fur display that presented
different stiffness, roughness, and surface height by controlling
fur length and bending fur direction [15]. Nakajima et al. inte-
grated plastic fiber optics into a fur display to provide visual feed-
back in addition to tactile sensations during interactions [25].
Although the use of real fur can provide the most realistic
tactile sensation, systems become less adaptable because the fur
properties are restricted to those of the fur used. In addition, if
such a type of fur display is used to provide haptic feedback of a
virtual furry object in VR, the exact positioning, orientation, and
shaping of real fur require adjustment in real time to correspond
with the intended effect. Generally, such a feature is not feasible
for several interactive applications such as petting a moving
virtual animal.

A study presented fur tactile sensation without the use of
real fur or fur-like devices. Instead, a wearable electro-tactile
rendering system was designed to simulate the tactile sensation
of stroking a furry cat using electrical stimulators on a haptic
glove [16]. However, fur was treated as a flat-textured surface,
and the complex properties of fur and its interaction with the
hands of the user in 3D space were not considered.

Our proposed method fills the research gap by presenting
voluminous fur tactile sensations without the use of real fur
while considering complex fur properties and 3D interactions
based on a kinematic model elicited from real fur.

TABLE I
LIST OF TEXTURES THAT HAVE BEEN PRESENTED USING MID-AIR

ULTRASOUND HAPTIC FEEDBACK

B. Ultrasound Haptic Feedback

Ultrasound haptic devices have emerged as promising so-
lutions for providing touch sensations without direct physical
contact. These devices use focused sound waves to provide
multi-point stimulation across a large area with high temporal
and positional accuracy, enabling unique tactile experiences that
are not possible with other technologies [26].

Since the introduction and evaluation of ultrasound haptic in
2008 [27], it has been extensively used in virtual user interface
components to enhance gesture input interactions. For example,
Sand et al. installed an ultrasonic phased array on an HMD to
provide tactile feedback when pressing a button on a virtual
keyboard [28]. The participants in their user study unanimously
found the feedback preferable. Harrington et al. used ultrasound
haptic feedback for a slider bar in a driving simulator, which
resulted in the shortest interaction time and the highest number
of correct responses [29]. For such types of interactions, the
existence of haptic feedback is more important than how it feels,
as the main purpose is to confirm to users that the system is
reacting to their input [26]. Thus, ultrasound haptic feedback is
a popular choice owing to its flexibility and non-contact nature.

Recently, the technology has been used to simulate complex
haptic sensations in the real world. Jang et al. developed a
fluid tactile rendering method using an ultrasound haptic dis-
play and smoothed-particle hydrodynamics to provide realistic
vibro-tactile feedback for virtual fluid interactions on the hands
of users [30]. Singhal et al. integrated heat modules with an
ultrasound haptic display in an open-top chamber to generate
thermos-tactile feedback resembling steam or campfire [31].
Motoyama et al. presented a non-contact cooling sensation using
ultrasound-driven mist vaporization [32]. Such studies suggest
that the capacity of ultrasound haptic feedback can be further
expanded using appropriate modulation methods and comple-
mentary modalities. However, most previous studies compare
only the presence or absence of ultrasound haptic stimulation or
rely on predefined, static parameters [26], [28], [29], [31], [33].
The methods and effects of interactively modulating ultrasound
feedback in response to hand movements and environmental
changes remain largely unclear. Our proposed haptic model
capable of adapting to complex interactions with fur has the
potential to advance knowledge in the field of mid-air ultrasound
haptic display.

As shown in Table I, which summarizes the textures presented
through ultrasound haptic feedback in previous studies, various
materials, primarily soft ones, have been explored. However,
the tactile sensation of fur remains unexplored, and this re-
search focuses on the presentation of the tactile sensation of
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Fig. 1. (a) Top view of the measurement system for observing visual behavior
and resistive force when stroking fur of width 25 cm. (b) Side view of the
measurement system stroking voluminous fur. Two vertical rows of pictures
show the transition of visual behavior when the fur is stroked along and against
the growth direction, respectively.

voluminous fur. We anticipate this novel application to broaden
the scope and applicability of ultrasound technology in immer-
sive environments.

III. APPROACH

To design a visuo-haptic model for stroking voluminous fur,
measuring the visual characteristics and reactive forces involved
is crucial. Although previous research has focused on measuring
the normal force of a single hair or short fur [34], [35], [36], [37],
sufficient measurements have not been conducted for volumi-
nous fur. Therefore, we conducted measurements on behavior
while stroking voluminous fur on artificial skin for this study.
Subsequently, leveraging these observations, we constructed
visual and haptic models of voluminous fur.

A. Measurement System and Procedure

To investigate visual and haptic behaviors during voluminous
fur-stroking, we developed a measurement system by referenc-
ing a sensor system that measures the force of hair strands [38],
[39], [40]. Fig. 1(a) shows the top view of the measurement
system. The measurement system comprised a cylindrical resin
(diameter: 30 mm) equipped with an artificial skin sheet (Shore
A hardness: 10–15 mm; thickness: 4 mm) to simulate skin defor-
mation. This 4 mm thickness was chosen based on statistical data
for human skin thickness [41], providing adequate deformation
to observe the interaction with soft and voluminous fur. A force
sensor (8 mm diameter sensor 1 N, SingleTact) was integrated
due to its thin, high-sensitivity structure, suited for capturing the

soft, voluminous fur. Given the sufficiently large dimensions
of the sensor relative to the fur’s fine hair, we determined
that a single-point measurement would yield a reliable average
response. The measurement system also includes a single-axis
motor (PCS9S-330-S330, THK) to control movement of the
artificial skin and artificial fur (hair length: 5 cm; fur width:
25 cm).

We positioned the force sensor 1 cm above the lower edge
of the fur and moved it in two horizontal directions, growth and
reversed directions, at 1.25 cm/s, 2.50 cm/s, and 3.75 cm/s. We
recorded the visual response using a camera and measured the
normal force using the force sensor. Before each movement, we
ensured uniformity of the fur texture by combing it. In addition,
additional measurements were taken at a speed of 3.75 cm/s for
all three equidistantly spaced directions between the forward and
reverse directions, and the results are included in the Appendix.

B. Observations of Visual Behavior

First, we discuss the visual characteristics of voluminous fur
based on our observations. Fig. 1(b) illustrates the temporal
changes in fur when stroked in two directions. The left column
represents the behavior when stroked along the natural direction
of growth, whereas the right column represents the behavior
when stroked against the growth direction of fur. As shown in
the figure, the visual behavior of fur varied during and after
the stroke, depending on the stroke direction. However, little
difference in visual behavior was observed depending on stroke
speed.

When using a slider to stroke hair strands, it is known that
the behavior of the hair can be divided into two primary phases:
the deformation phase and the rubbing phase [37]. During the
deformation phase, the slider lays down and bends the hair. In the
rubbing phase, the slider rubs upon the bent hair. In this study,
for fur with a high density of hairs, this behavior is expected to
occur continuously.

When stroked along the growth direction, the fur strands were
compressed by the moving artificial skin. Subsequently, the fur
strands regained their original shape after the skin passed over
them. Consequently, minimal visible traces remained after the
stroking motion. Conversely, when voluminous fur was stroked
against its growth direction, the fur bundles that were initially in
contact with the hand were gradually lifted to the opposite side
and they started to curl, involving other fur bundles along the
stroke path. As the experiment progressed, the bent fur bundles
were released and the skin made contact with the next bundle
that was lifted. The released bundles maintained their curled
shape, and the repetitive process left cyclic traces of stroking.
The unique behavior of maintaining a curled shape has been
noted in previous research for potential applications in visual
displays [42], [43], [44].

C. Measurement Results of Resistive Force

We examined the normal forces measured alongside visual
behavioral observations. Fig. 2 shows the results of the vertical
forces measured in multiple stroke directions and speeds. The
x-axis represents the stroke position relative to the point where
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Fig. 2. Results of the measured vertical force when the force sensor comes in
contact with the fur at the point designated as x = 0. The horizontal width of fur
is 25 cm. Each line in the graph represents six distinct conditions, a combination
of three velocity conditions and two movement direction conditions.

the sensor first touches the fur. Anisotropy was observed in
the haptic aspect, similar to the visual behavior. Small effects
due to speed were also observed. When fur was stroked along
the growth direction, steady vertical forces were observed. This
trend was also observed in other directions besides the reversed
direction listed in the Appendix. Conversely, when stroked in
the reversed direction, a cyclic behavior similar to the visual
behavior was observed. In a single cycle, forces sharply in-
creased during the deformation phase and then gradually de-
creased during the rubbing phase. The behavior aligned with the
results of previous studies that measured the surfaces of several
upright piles [37]. Notably, our research highlights the cyclic
behavior owing to long and dense fur transitioning from a flat to
a flipped state. Each cycle occurred approximately every 8 cm,
corresponding to the distance for a bundle of hairs, 5 cm in length
and approximately 3 cm in width, collapsing and flipping.

D. Visual Model of Voluminous Fur

Various fur visual models have been proposed using CG [45],
[46], [47], [48], [49]. Owing to the complexity of fur structure
and the high computational costs, existing studies and common
applications that enable real-time interactions with fur typically
render the fur as flat textures or use static models in response to
skin contact [11], [15], [16]. Interactive models typically move in
response to colliding objects and are designed to gradually return
to their initial angles after release. In this study, we used the
Unity hair simulation system [50] to implement the phenomenon
of hair standing at the end by adjusting the shape to converge
based on a release point, according to the observation of visual
behavior of voluminous fur in Section III-B. Fig. 3 shows the
footage of manually stroking the implemented fur from two
directions. When stroked forward, the fur collapsed downward
and gradually returned, whereas stroking backward resulted in
it standing at the end.

Our CG model achieved a frame rate of 72 frames per second
on HMD (Meta Quest 3, Meta) using a laptop PC equipped with
NVIDIA GeForce RTX 3080 Laptop GPU, 16 GB of system
RAM, and an Intel Core i7-11800H processor.

E. Haptic Model of Voluminous Fur

To present the soft tactile sensation of voluminous fur, we
selected a mid-air ultrasound tactile display capable of offering
non-contact tactile stimuli, rather than rigid haptic devices. For
this study, we used Ultrahaptics STRATOS Inspire equipped

Fig. 3. (a) Top view of the implemented fur CG model stroked in the growth
direction. The fur is pressed down by the hand. (b) Side view of the fur CG
model stroked against the growth direction. The fur is lifted by the hand and it
stands up after the hand passes.

with 256 ultrasonic transducers and a Leap Motion Controller
for hand tracking. The intensity of the mid-air ultrasound haptic
feedback was adjustable from 0.0 to 1.0, with 1.0 corresponding
to 10 mN on a 2.1 cm circular target. Spatiotemporal modulation
(STM) [51], [52], [53] was employed to the focus point, moving
it in a circle of circumference 20 cm, a common size in previous
research on ultrasound haptic feedback [54], [55], [56], [57]
and sufficiently small compared to the palm size of an adult
male hand [58]. Regarding STM, the primary parameters com-
prise intensity and frequency, aside from the geometric shape.
Herein, intensity refers to the magnitude of the applied force,
and frequency refers to the speed at which the focal point moves
along a circle.

First, we discuss the intensity design of the ultrasound hap-
tic feedback based on the measurement results presented in
Section III-C. This study primarily focuses on presenting the
tactile sensation of voluminous fur, aiming to capture general
characteristics rather than detailed parameter features from mea-
surements of a single set of fur. When stroking the fur along
the growth direction, the vertical reactive force Fg(x) remained
constant, as shown in Fig. 2, set at 0.6 for the intensity of
ultrasound haptic feedback.

Fg(x) = F0, (1)

where F0 is a constant.
In contrast, the reactive normal force exhibited a cyclic be-

havior when the fur was stroked against the growth direction.
The behavior is illustrated in Fig. 4. The hand lifted, inverted,
and released the hair bundles. Assuming hair length as l, width
of the hair bundle as b, and hand height ash, the hair length when
hair fell at the hand height was approximated by

√
l2 − h2. The

vertical reaction forceFr during stroking in the reverse direction
was considered a periodic function of

√
l2 − h2 + b.

Fr(x) = Fr(x+
√
l2 − h2 + b). (2)

Within period (0 ≤ x ≤ √
l2 − h2 + b), the angle θ at which the

hair came in contact with the skin changed linearly with x from
0 to π

2 . Once it reached π
2 , the angle was maintained during

rubbing. Under this assumption, an existing formula for a single
hair [34], [37] was extended to a bundle of hair, considering k
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Fig. 4. Schematic depicting fur behavior when stroked against the fur growth
direction. (a) When the hand moves, (b) it first comes in contact with the initial
fur bundle, (c) lifts it while entangling next bundles in the deformation phase,
(d) slides across the bundle width during the rubbing phase, and (e) then releases
it, showing a cyclic behavior.

Fig. 5. Comparison of the measured force at 1.25 cm/s and the intensity of the
speaker calculated by the proposed model when fur-stroking against the growth
direction.

as a proportionality constant.

Fr(x) = k
sin2 θ

(h cos θ + x sin θ)2
(0 � x <

√
l2 − h2 + b)

θ =

⎧⎨
⎩

π

2

x√
l2 − h2

(0 � x <
√
l2 − h2)

π

2
(
√
l2 − h2 � x <

√
l2 − h2 + b)

(3)

Fig. 5 shows the plots of the formulas along with the actual
measurement results. The parameter l was set to 5.0 cm based
on the hair length of the fur sample, and h was fixed to 1.0 cm
according to the measurement system settings. The width of the
hair bundle, b, was fitted from the cycle width of the measured
data and was determined to be 3.4 cm. The proposed model
captured cycles that contained a pronounced initial increase and
a subsequent gradual decrease in the deformation and rubbing
phase, respectively, reflecting the measured behavior.

Next, we discuss the frequency design. Existing studies have
indicated that frequency alteration of the circular motion in STM

influences roughness perception [54]. To the best of our knowl-
edge, previous studies have primarily focused on subjective
evaluations of perception change. Thus, roughness perception
varies within a frequency range of approximately 30 Hz to 70 Hz
for a circular path of 20 cm. Therefore, to simulate a smooth
tactile sensation while stroking in the fur growth direction, we
employed a frequency of 70 Hz. Conversely, a frequency of
30 Hz was used to evoke a rough tactile sensation when stroking
against the fur growth direction.

IV. EXPERIMENT 1: HAPTICS

This study aims to investigate the contribution of visuo-haptic
stimuli based on an interactive model of hand movements to the
experience of stroking voluminous fur in VR. When attempting
to recreate the sensation of fur stroking, experimental biases
including the visual aspects of fur and experimental intentions
can influence the results. Therefore, Experiment 1 was focused
solely on haptic stimuli, where we examined the generation of
fur sensation by our proposed haptic model of intensity and
frequency providing further information. In Experiment 2, we
assessed the closeness with which the proposed visuo-haptic
model replicated the experience of stroking fur compared to real
fur by incorporating a visual CG model. The Research Ethics
Committee of the University of Tokyo approved the experiments
presented in this and next sections (No. 23-559).

A. Participants

Eighteen participants (nine males and nine females) aged
between 22 and 42 years, with an average age of 26.1, partic-
ipated in this study. Among them, seventeen participants were
right-handed, and three had prior exposure to ultrasound haptic
feedback. The participants were recruited under the pretext
of examining mid-air ultrasound haptic feedback and tactile
perception without any specific mention of fur. After the ex-
periment, the participants were informed that the study focused
on fur texture perception.

B. Experimental Design

An experiment was conducted to investigate the extent to
which our proposed haptic model for intensity and frequency
induced fur sensations without any prior expectations of fur
texture. The experiment was framed as a survey of general
tactile perception using mid-air ultrasound haptic feedback. The
participants were debriefed after the experiment, clarifying that
the study aimed to explore the sensations of fur.

1) Experimental Conditions: The conditions of Experiment
1 were designed in combination with two levels for each factor
of intensity and frequency of the mid-air ultrasound haptic feed-
back, resulting in a total of four conditions (Fig. 6). Both factors
exhibited two levels: a static condition and an interactive condi-
tion. Under the static condition for intensity factor, the intensity
was fixed at 0.6, whereas the intensity under the interactive
condition was set using the formula established in Section III-E.
Under the static frequency condition, the frequency was set at
50 Hz. Under the interactive condition, the frequency was set at
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Fig. 6. Summary of experimental conditions for two factors (intensity and
frequency) and two levels (static and interactive).

Fig. 7. (a) Schematic representation of the setup for Experiment 1. (b) Envi-
ronment of a participant engaged in Experiment 1.

70 Hz in the growth direction and 30 Hz in the reverse direction.
An intensity of 0.6 under the static condition was equivalent
to the intensity in the growth direction under the interactive
condition. The frequency of 50 Hz set in the static condition for
the frequency factor was an intermediate value used in previous
studies on the roughness of ultrasound feedback [54], [55] and
has been utilized in several previous research [57], [59]. Within
the frequency range of this experiment, no significant influence
of frequency on the just noticeable difference (JND) of intensity
was observed [55].

2) Experimental Setup and System: Fig. 7 illustrates the
setup and the system of the experiment. For this experiment, a
mid-air ultrasound haptic display, a monitor, a desk, and noise-
canceling headphones (WH-1000XM4, SONY) were prepared.
Haptic stimuli corresponding to the experimental condition
were introduced as participants moved their right hand from
right to left and from left to right. They were asked to choose
one sensation that they felt was the closest among the twelve
options. Twelve options included six soft materials (“Steam,”
“Water,” “Gel,” “Cloth,” “Skin,” and “Fur”) and five hard ma-
terials (“Cork,” “Ice,” “Wood,” “Brick,” and “Metal”), along
with an “Others (Free Answer)” option. These options other
than “Fur” and “Others (Free Answer)” were selected based on
specific criteria. First, to ensure the validity of the experiment in
estimating tactile sensations through mid-air ultrasound haptic
feedback, all options were selected from materials presented
in previous studies and applications utilizing ultrasound haptic
stimulation [30], [31], [32], [60], [61], [62], [63], [64], [65].
Additionally, a balanced range of options, some softer and
some harder than fur, was included to avoid a bias toward the
sensation of “Fur”. This experimental concept was based on the
experimental designs used in previous studies [66], [67].

The hand movements of the participants were regulated by
aligning them with moving markers displayed on a monitor.

The method served two purposes: to ensure consistency in the
stimuli presented among participants and to regulate biases
in tactile perception during haptic exploration under different
experimental conditions [68]. The right hand was positioned at
a height of 100 cm from the floor and 20 cm from the mid-air
ultrasound haptic display. The participants moved their right
hand laterally over a distance of 50 cm at a speed of 6 cm/s.
These values were determined by considering the operational
range of the mid-air ultrasound haptic display and natural human
movements without causing discomfort.

We conducted five trials for each condition, a total of 20 trials.
The order of the 12 options was randomized for each trial, and
the order of 20 trials was counterbalanced for each participant
using a balanced Latin square [69].

C. Experimental Procedure

The participants received a deceptive experimental expla-
nation and answered a pre-experiment questionnaire. Subse-
quently, the participants wore noise-cancelation headphones and
stood in a designated position in front of a mid-air ultrasound
haptic display. The experimental room was quiet. As white
noise increases the perceived roughness of the ultrasound haptic
feedback [59], no white noise was emitted from the headphones,
activating only noise cancelation. Since active noise cancellation
often interfere with ultrasound noise, we confirmed in advance
that the active noise cancellation of the headphones and the
ultrasound stimulation would function properly together.

Each trial in Experiment 1 was conducted as follows. The
participants extended their right hand horizontally, guided by
the position of a white circle on the monitor. After a short pause,
they moved their right hand 50 cm from right to left at 6 cm/s
to match the movement of the moving white circle, stopping
their hand at the position where the white circle stopped. After
a 3-s pause, participants moved their right hands 50 cm from
left to right at 6 cm/s to match the movement of the white
circle, stopping their hand at the same position as the circle.
Participants were instructed to focus on their right hand during
this process. After stopping their hands, participants answered
a questionnaire on an iPad.

The procedure was repeated 20 times, with a 10-s break
between trials. After completing all trials, the participants an-
swered a post-experiment questionnaire. Thereafter, debriefing
was conducted explaining that the main objective of the exper-
iment was to feel the tactile sensation of fur. The duration of
Experiment 1 was approximately 30 min.

D. Result

Fig. 8 shows the percentage of responses for each exper-
imental condition across all trials. The response rate for fur
was positioned on the far left side, with the remaining options
shown in descending order. The results of statistical analyses
are discussed further. In this study, the critical p-value was set
to 0.05 (∗ : p < 0.05, ∗∗ : p < 0.01).

We first conducted the Shapiro–Wilk test to confirm data
normality under each condition. Significant differences from
the normal distribution were observed under all conditions.
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Fig. 8. Results of the percentage of responses for the perceived closest material under four conditions of ultrasound haptic feedback. “Fur,” the main target of
this research, is highlighted in brown, and those with a response rate of 4% or less are summarized as “under 4%.”.

Fig. 9. Results of the two-way ART ANOVA tests for response rate for fur. Bar
graphs indicate the mean values of the conditions. ∗ : p < 0.05, ∗∗ : p < 0.01.

Therefore, we performed an aligned rank transform (ART) [70]
to enable us to conduct an ANOVA for non-parametric data.
Hence, we conducted a two-way ANOVA. Fig. 9 summarizes
the statistical test results. The results exhibited significant main
effects of intensity (F (1, 51) = 10.4, p = 0.002, η2 = 0.169)
and frequency (F (1, 51) = 5.26, p = 0.026, η2 = 0.094). The
interaction effect of intensity and frequency factors was not
significant (F (1, 51) = 0.284, p = 0.597, η2 = 0.006).

Additionally, to evaluate the highest response rate of 28.9%
obtained when both factors were interactive, a binomial test was
conducted to compare this rate with the chance level (16.7%)
across six materials as soft as or softer than skin (“Steam,”
“Water,” “Gel,” “Cloth,” “Skin,” and “Fur”). The result indicated
a statistically significant difference (p = 0.004).

E. Discussion

First, we discuss the tactile sensation of “fur”, which was the
main target of Experiment 1. Statistical tests revealed significant
main effects of intensity and frequency on the response rate for
fur. It can thus be suggested that the proposed interactive design
for the intensity and frequency of the ultrasound haptic feed-
back is effective in inducing the tactile sensation of fur. When
both intensity and frequency of the ultrasound haptic feedback
were set interactively, the highest response rate of 28.9% was
achieved under all experimental conditions; this value was also
the largest among the response options for tactile sensations. A
binomial test showed that 28.9% response rate was significantly
higher than the chance level among soft materials. While this

value indicates that the interactive model for frequency and
intensity does not fully replicate the tactile sensation of fur, it
can still evoke a fur-like sensation even in the absence of prior
information or visual cues related to fur.

Previous studies have explored various tactile sensations us-
ing ultrasound feedback. Although this study focuses mainly on
the tactile sensation of fur, the results offer valuable insights
into how ultrasound haptic stimulation is typically perceived.
Across all the trials, the most frequently reported sensations
were steam (29.2%), fur (19.7%), and cloth (15.3%). The
trend is likely due to mid-air ultrasound haptic feedback, which
is a gaseous medium, being better suited for simulating soft
materials. Particularly, “steam” was the only gas among the
options and had the closest properties to the medium, which
explains its highest response rate. Post-experiment comments by
participants included, “I did not feel like I was touching a solid
object” and “I consistently felt a soft stimulus.” These findings
provide valuable knowledge for future research and applications
involving texture presentation using mid-air ultrasound haptic
feedback.

V. EXPERIMENT 2: VISUAL AND HAPTIC

For this study, we introduced a model for interactive visuo-
haptic stimulation aimed at dynamically adjusting hand move-
ments to simulate the tactile sensation of stroking voluminous
fur. Experiment 2 was performed to assess the impact of interac-
tive visuo-haptic models on the fur-stroking experience. In the
experiment, we compared our proposed model with real fur to
assess the realism of it simulating the experience of stroking
voluminous fur.

A. Participants

Twenty-one participants (13 males and 8 females) aged be-
tween 22 and 47 years, with an average age of 26.9, participated
in the experiment. Among them, 19 were right-handed. Three
had prior exposure to ultrasonic vibrators and 18 had prior
VR experience. The sample size was calculated to satisfy a
significance level of 0.05, effect size of 0.5, and power of 0.6.
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B. Experimental Design

The experimental conditions for Experiment 2 were a com-
bination of two levels for each factor of the visual CG model
(Visual) and the haptic model (Haptic) of the mid-air ultrasound
haptic feedback, resulting in a total of four conditions. Both
factors exhibited two levels: a static model (static condition)
and an interactive model (interactive condition).

Under the static condition of the visual factor, the fur CG
model remained undeformed on contact with the hand, while
under the dynamic condition, as described in Section III-B, the
fur CG model underwent deformation by the hand. This static
condition represents a standard CG rendering approach com-
monly employed in existing studies and applications [11], [15],
[16]. By establishing this condition as a baseline, we can assess
the effectiveness of the proposed real-time model relative to con-
ventional fur visual experiences. Under the static condition of the
haptic factor, the intensity and frequency of the ultrasound haptic
feedback remained static with hand movement, consistent with
the Intensity-Static & Frequency-Static condition in Experiment
1. Under the dynamic condition of the haptic factor, the intensity
and frequency of the ultrasound haptic feedback varied with the
hand movement based on the proposed haptic model, mirroring
the Intensity-Interactive & Frequency-Interactive condition in
Experiment 1, with h fixed at 1.0 cm.

To establish a basis for assessing the tactile experience of
stroking fur, participants were instructed to stroke real fur hori-
zontally before receiving visuo-tactile stimulation in each trial.
The real fur used was the same as that used in Section III-A, and
the position of the fur was set at the same height as the position
for presenting the ultrasound haptic feedback to align with
the posture and hand movements during the stimuli. Following
real fur stroking, the participants were exposed to visuo-tactile
stimuli based on the experimental conditions. Subsequently,
they completed a questionnaire assessing their perception of
the presented stimuli. Each evaluation item was scored on a
10-point scale and encompassed the reality of the fur-stroking
experience (1: does not feel like stroking fur at all; 10: fully
feels like stroking fur), perceived softness (1: not soft at all; 10:
fully soft), comfort of the fur (1: not comfortable at all; 10: fully
comfortable), and enjoyment during the trial (1: did not enjoy at
all; 10: fully enjoyed). The questionnaire was completed using
an iPad.

We conducted one trial for each condition, with a total of four
trials. The order of the four trials was counterbalanced for each
participant using a balanced Latin square [69].

C. Procedure

The participants received an explanation of the experiment
and they provided written informed consent. Each trial was
performed in accordance with the experimental conditions. The
flow of each trial is illustrated in Fig. 10.

The contents of each trial included: first, the participants stood
in front of a real fur placed on a 100 cm-high stand. Then, they
stroked the fur from left to right and from right to left, aligning
it with a moving white circle on the monitor, replicating Experi-
ment 1. Following the stroke, they stood in front of the ultrasound

Fig. 10. Flow of each trial in Experiment 2.

transducer array wearing an HMD (Meta Quest 3, Meta) and
noise-cancelation headphones (WH-1000XM4, SONY). The
participants placed their hands to the right of the fur using the
position of a white guide ball on the VR space and moved their
hands from right to left in the natural direction of fur growth,
synchronizing with the ball movement. After reaching the left
end, they stopped for 3 s and then moved their hands from left to
right in the reverse direction, mirroring the motion of stroking
fur. Subsequently, they removed the HMD and headphones.
Then, they completed a questionnaire on an iPad. A 1-min
break was given between each trial. After completing all trials,
the participants completed a post-experiment questionnaire. The
duration of Experiment 2 was 30 min.

D. Result

Fig. 11 shows a box plot of the 10-point scale scores for
fur sensations, softness, comfort, and enjoyment. We performed
ART [70] and conducted a two-way ANOVA. Fig. 12 summa-
rizes the statistical test results.

1) Fur Sensation: For fur sensation, the results showed a
significant main effect of visual factor (F (1, 60) = 58.1, p <
0.001, η2 = 0.492) and significant main effect of haptic factor
(F (1, 60) = 12.6, p < 0.001, η2 = 0.174). The interaction ef-
fect of visual and haptic factors was not significant (F (1, 60) =
1.06, p = 0.307, η2 = 0.017).

2) Softness: Regarding the perception of softness, the results
showed a significant main effect of visual factors on fur sensa-
tion (F (1, 60) = 13.3, p < 0.001, η2 = 0.181) and a signifi-
cant main effect of haptic factor (F (1, 60) = 5.87, p = 0.018,
η2 = 0.089). The interaction effect of visual and haptic factors
was not significant (F (1, 60) = 0.209, p = 0.649, η2 = 0.003).

3) Comfort: For the sensation of comfort, the results showed
a significant main effect of visual factors on fur sensation
(F (1, 60) = 18.2, p < 0.001, η2 = 0.233) and no significant
main effect of haptic factor (F (1, 60) = 1.50, p = 0.226, η2 =
0.024). The interaction effect of visual and haptic factors was
not significant (F (1, 60) = 0.180, p = 0.673, η2 = 0.003).

Previous studies have suggested an association between soft-
ness and comfort [71], [72], [73]. Therefore, to assess the
relationship between the perception of softness and comfort,
Spearman’s rank-order correlation was conducted. The analysis
revealed a strong positive correlation between the two variables,
rs = 0.86, which was statistically significant (p < 0.001).

4) Enjoyment: For the sensation of enjoyment, the results
showed a significant main effect of visual factors on fur sensation
(F (1, 60) = 15.5, p < 0.001, η2 = 0.206) and no significant
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Fig. 11. Box plot of “Fur Sensation,” “Softness,” “Comfort,” and “Enjoyment.” Data points that are away from the median by more than 1.5 times the interquartile
range are denoted as outliers.

Fig. 12. Results of the two-way ART and ANOVA tests for “Fur sensation,”
“Softness,” “Comfort,” and “Enjoyment.” Bar graphs indicate the median values
of the conditions ∗ : p < 0.05, ∗∗ : p < 0.01.

main effect of haptic factor (F (1, 60) = 1.91, p = 0.172, η2 =
0.031). The interaction effect of visual and haptic factors was
not significant (F (1, 60) = 0.382, p = 0.539, η2 = 0.006).

E. Discussion

Considering the fur sensation, significant main effects were
observed for both visual and haptic factors. Thus, the proposed
interactive design is effective in enhancing the reality of volumi-
nous fur experience in terms of both visual and haptic aspects,

even when compared to actual voluminous fur. The significant
enhancement of the fur sensation by interactive haptic design
can be interpreted as successfully achieving the presentation of
fur volume by displaying differences in the bending of the fur
and the corresponding variations in reactive force and roughness
based on the direction of stroking. These findings were also
supported by the enhancement in the perception of softness,
which will be discussed later. The highest median at 8.0 and
mean values at 7.8 were obtained when both factors interacted.
In the post-experiment questionnaire, participants reported this
condition with comments, “The alignment of visual and haptic
stimuli made the fur sensation more pronounced” and “The
tactile sensation of fur in VR was very close to that of real fur.”
These comments indicate that, while the detailed parameters
of the fur texture were not yet precisely rendered, the stroking
experience of voluminous fur was realistically conveyed.

However, two main points of free responses regarding the
differences compared to actual fur were reported. The first
concerned the base of the fur or the skin. Although the mea-
surements and model generation in this study accounted for the
reaction force from the skin beneath the fur, there remained
a noticeable difference in the sense of solid resistance when
comparing the reference task of stroking real fur with the VR
task of stroking virtual fur. In the reference task, the hand was
supported by both the fur and the underlying table, whereas in
the VR experience, participants needed to maintain the height
of their hand themselves. This difference is due to a funda-
mental limitation: mid-air ultrasound haptic stimulation, being
non-contact and relatively weak, cannot physically support or
manipulate the hand. This limitation was noted in comments,
such as “In VR, it felt like passing my hand through a bundle of
ostrich feathers” and “Combining visual and tactile sensations
made it feel surprisingly fur-like. The overall fluffy sensation
and smooth tips were noticeable, but the absence of a solid
feeling in the underlying skin made it less realistic.” The second
point concerned thermal sensation. Previous studies have used
ultrasonic stimulation and mist to present cold sensations [32],
[74], [75]; however, our study only presented tactile feedback
and we did not present the actual coolness of fur.
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Regarding the perception of fur softness, significant effects
were observed for both visual and haptic factors. Thus, visual
deformation and haptic changes both enhance the perception
of fur softness. The obtained results for softness agreed with
the findings of previous studies, where displacement, force
distribution, and contact area when pressing an object influenced
the perception of softness [76], [77], [78], [79]. Focusing on
haptic modality, our study dynamically changed the reactive
force in response to hand movements without changing the
spatial distribution of haptic stimuli. Increasing the intensity
of the ultrasound haptic feedback in response to displacement
during reversed stroking can contribute to softness perception,
similar to that of a spring model [64].

Significant main effects on comfort and enjoyment were
observed for visual factors but not for haptic factors. Further
statistical tests revealed a strong positive correlation between
the perceptions of softness and comfort. The finding was consis-
tent with those of previous studies on the relationship between
softness and comfort [71], [73]. While the interactive design
of haptic stimuli contributed to comfort from the perspective
of softness, the prickly sensation caused by air bubbles in the
ultrasound feedback likely had a negative impact on comfort
and enjoyment during fur interaction. In the post-experiment
questionnaire, a comment read, “Ultrasound stimulation was
more tingling than the actual tactile sensation of the fur.” Recent
studies have indicated that multi-point STM can deliver a mild
tactile sensation suitable for relaxation [57]. For applications
focusing on comfort, the proposed model requires an adjustment
in the number of focal points. Another factor that may have con-
tributed to the limited improvement in comfort and enjoyment
is the content of the experience itself. Since the primary focus
of this study was on evoking the sensation of fur texture, the
interaction was limited to simply stroking a fur-like surface,
which may be felt monotonous or unengaging. Incorporating
content such as animals or virtual creatures aimed at enhancing
comfort and enjoyment could potentially yield better results.

VI. LIMITATION AND FUTURE WORK

This study is the first to investigate the simulated presentation
of voluminous fur by focusing on the induction of fur sensation.
Our study had several limitations. First, regarding hand move-
ments, our study limited hand interactions to stroking in the
primary two directions, which is considered the most common
interaction with fur. However, interactions with voluminous
fur can involve various hand movements, such as pinching or
pressing vertically. The position of the haptic stimulation is
also a limitation. Our study used only the normal force with
a circular STM on the palm, which is a basic method for
presenting ultrasound haptic feedback. However, interactions
with fur also involve shear forces and spatial elements such as
the spaces between fingers or sides of the hand. These missing
components may be essential for enhancing the realism of fur
interactions and for representing a broader variety of fur textures.
Third, concerning the type of fur used, our experiments set the
parameters for visual and haptic modalities based on a simple
voluminous fur sample. Although our method is effective for soft

fur, presenting the tactile sensation of brush-like stiff hair is dif-
ficult owing to the output limitation of ultrasonic transducers. By
adjusting the parameters of the proposed model, we can achieve
the experience of stroking soft fur that covers the entire palm.
However, other types of fur interactions require modifications
to the model.

Updating the model to address these limitations can enable
more realistic and diverse fur interactions in future studies.
We believe that, in addition to the measurements of various
directions provided in the Appendix, conducting measurements
and simulations with various fur samples and interaction meth-
ods will make it possible to update these models. Furthermore,
verifying the effectiveness of presenting various tactile fur sen-
sations in animal-assisted therapy, entertainment, and online
shopping applications is crucial.

VII. CONCLUSION

This paper presents a novel approach for simulating the ex-
perience of stroking voluminous fur using an interactive visuo-
haptic model in virtual reality. Based on the observations and
measurements of stroking fur, we focused on the anisotropy
of voluminous fur and developed interactive models for both
visual and haptic modalities. By employing a mid-air ultrasound
haptic feedback system and detailed CG models of fur, we
achieved a realistic replication of the soft, voluminous texture of
fur. Our experiments validate the effectiveness of the proposed
model in evoking the sensation of voluminous fur stroking,
with significant contributions from the interactive models of
both visual and haptic feedback. Despite limitations such as the
absence of underlying skin resistance and thermal sensations,
this study is the first to introduce an interactive model for virtual
fur interactions, laying the groundwork for future research aimed
at achieving a more complex and versatile experience. Future re-
search will address these current limitations and explore broader
applications in therapeutic and entertainment domains.
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[57] Z. Shen, M. K. Vasudevan, J. Kučera, M. Obrist, and D. Martinez Plasencia,
“Multi-point STM: Effects of drawing speed and number of focal points
on users’ responses using ultrasonic mid-air haptics,” in Proc. 2023 CHI
Conf. Hum. Factors Comput. Syst., New York, NY, USA, 2023, pp. 1–11.

Authorized licensed use limited to: IEEE - Staff. Downloaded on June 26,2025 at 14:12:20 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/Unity-Technologies/com.unity.demoteam.hair/
https://github.com/Unity-Technologies/com.unity.demoteam.hair/


HOSOI et al.: VOLUMINOUS FUR STROKING EXPERIENCE THROUGH INTERACTIVE VISUO-HAPTIC MODEL IN VIRTUAL REALITY 243

[58] S. Komandur, P. W. Johnson, R. L. Storch, and M. G. Yost, “Relation
between index finger width and hand width anthropometric measures,” in
Proc. 2009 Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., 2009, pp. 823–826.

[59] E. Freeman, “Enhancing ultrasound haptics with parametric audio effects,”
in Proc. 2021 Int. Conf. Multimodal Interact., New York, NY, USA, 2021,
pp. 692–696.

[60] T. Morisaki, M. Fujiwara, Y. Makino, and H. Shinoda, “Midair haptic-
optic display with multi-tactile texture based on presenting vibration and
pressure sensation by ultrasound,” in Proc. SIGGRAPH Asia 2021 Emerg.
Technol., New York, NY, USA, 2021, pp. 1–2.

[61] R. Montano-Murillo, D. Pittera, W. Frier, O. Georgiou, M. Obrist, and P.
Cornelio, “It sounds cool: Exploring sonification of mid-air haptic textures
exploration on texture judgments, body perception, and motor behaviour,”
IEEE Trans. Haptics, vol. 17, no. 2, pp. 237–248, Apr.–Jun. 2024.

[62] V. Shen, C. Shultz, and C. Harrison, “Mouth haptics in VR using a headset
ultrasound phased array,” in Proc. 2022 CHI Conf. Hum. Factors Comput.
Syst., New York, NY, USA, 2022, pp. 1–14.

[63] H. Wang, Y. Singhal, and J. R. Kim, “Fabric thermal display using ultra-
sonic waves,” in Proc. 2023 IEEE Int. Symp. Mixed Augmented Reality,
2023, pp. 336–345.

[64] M. Marchal, G. Gallagher, A. Lécuyer, and C. Pacchierotti, “Can stiffness
sensations be rendered in virtual reality using mid-air ultrasound haptic
technologies?,” in Proc. Haptics, Sci., Technol., Appl., I. Nisky, J. Hartcher-
O’Brien, M. Wiertlewski, and J. Smeets, Eds., 2020, pp. 297–306.

[65] D. Beattie, W. Frier, O. Georgiou, B. Long, and D. Ablart, “Incorporating
the perception of visual roughness into the design of mid-air haptic
textures,” in Proc. ACM Symp. Appl. Percep., New York, NY, USA, 2020,
pp. 1–10.

[66] H.-N. Ho and L. A. Jones, “Development and evaluation of a thermal
display for material identification and discrimination,” ACM Trans. Appl.
Percep., vol. 4, no. 2, pp. 13–es, Jul. 2007.

[67] J. Hosoi, Y. Ban, K. Ito, and S. Warisawa, “Pseudo-wind perception
induced by cross-modal reproduction of thermal, vibrotactile, visual, and
auditory stimuli,” IEEE Access, vol. 11, pp. 4781–4793, 2023.

[68] S. J. Lederman and R. L. Klatzky, “Hand movements: A window into
haptic object recognition,” Cogn. Psychol., vol. 19, no. 3, pp. 342–368,
1987.

[69] J. V. Bradley, “Complete counterbalancing of immediate sequential ef-
fects in a latin square design,” J. Amer. Stat. Assoc., vol. 53, no. 282,
pp. 525–528, 1958.

[70] J. O. Wobbrock, L. Findlater, D. Gergle, and J. J. Higgins, “The aligned
rank transform for nonparametric factorial analyses using only anova
procedures,” in Proc. SIGCHI Conf. Hum. Factors Comput. Syst., New
York, NY, USA, 2011, pp. 143–146.

[71] A. Pasqualotto, M. Ng, Z. Y. Tan, and R. Kitada, “Tactile perception of
pleasantness in relation to perceived softness,” Sci. Rep., vol. 10, no. 1,
2020, Art. no. 11189.

[72] R. Kitada, M. Ng, Z. Y. Tan, X. E. Lee, and T. Kochiyama, “Physical
correlates of human-like softness elicit high tactile pleasantness,” Sci. Rep.,
vol. 11, no. 1, 2021, Art. no. 16510.

[73] J. Xue, B. B. Petreca, C. Dawes, and M. Obrist, “Fabtouch: A tool to enable
communication and design of tactile and affective fabric experiences,” in
Proc. 2023 CHI Conf. Hum. Factors Comput. Syst., New York, NY, USA,
2023, pp. 1–16.

[74] M. Nakajima, Y. Makino, and H. Shinoda, “Remote cooling sensation
presentation controlling mist in midair,” in Proc. 2020 IEEE/SICE Int.
Symp. Syst. Integration, 2020, pp. 1238–1241.

[75] M. Nakajima, K. Hasegawa, Y. Makino, and H. Shinoda, “Spatiotem-
poral pinpoint cooling sensation produced by ultrasound-driven mist va-
porization on skin,” IEEE Trans. Haptics, vol. 14, no. 4, pp. 874–884,
Oct.–Dec. 2021.

[76] K. Drewing, A. Ramisch, and F. Bayer, “Haptic, visual and visuo-haptic
softness judgments for objects with deformable surfaces,” in Proc. World
Haptics 2009-3rd Joint EuroHaptics Conf. Symp. Haptic Interfaces Virtual
Environ. Teleoperator Syst., 2009, pp. 640–645.

[77] C. Cellini, L. Kaim, and K. Drewing, “Visual and haptic integration in the
estimation of softness of deformable objects,” I-Perception, vol. 4, no. 8,
pp. 516–531, 2013, pMID: 25165510.

[78] W. M. Bergmann Tiest and A. M. Kappers, Physical Aspects of Softness
Perception. Berlin, Germany: Springer, 2014, pp. 3–15.

[79] P. Punpongsanon, D. Iwai, and K. Sato, “SoftAR: Visually manipulating
haptic softness perception in spatial augmented reality,” IEEE Trans. Vis.
Comput. Graph., vol. 21, no. 11, pp. 1279–1288, Nov. 2015.

Juro Hosoi received the Master of Environmental
Studies degree in 2023, from the Graduate School of
Frontier Sciences, The University of Tokyo, Tokyo,
Japan, where he is currently working toward the
doctoral degree. His research focuses on reproduc-
ing various tactile sensations. He is also awarded
the JSPS Research Fellowship for Young Scientists
(DC1) from the Japan Society for the Promotion of
Science from 2023 to 2026.

Du Jin received the Bachelor of Engineering degree
from the Faculty of Automation, Harbin Engineering
University, Harbin, China, in 2020. He is currently
working toward the master’s degree with the Graduate
School of Frontier Sciences, The University of Tokyo,
Tokyo, Japan. His research focuses on user interface
design in virtual reality.

Yuki Ban received the M.S. and Ph.D. degrees in
information science and technology from The Univer-
sity of Tokyo, Tokyo, Japan, in 2013 and 2016, respec-
tively. From 2016 to 2017, he was a Researcher with
Xcoo Inc. Research. Since 2017, he has been with The
University of Tokyo. He is currently a Project Lec-
turer with the Department of Frontier Sciences, The
University of Tokyo. His research interests include
cross-modal interfaces and biological measurement.

Shin’ichi Warisawa (Member, IEEE) is currently a
Professor with the Department of Frontier Sciences,
The University of Tokyo, Tokyo, Japan. From 1994 to
2000, he was an Assistant Professor with the Tokyo
Institute of Technology, Meguro, Japan. Since 2000,
he has been with The University of Tokyo. He was a
Visiting Researcher with the Massachusetts Institute
of Technology, Cambridge, MA, USA, from 2010
to 2011, and Visiting Professor with Université Jean
Monnet, Saint-Étienne, France, in 2016. His research
focuses on wearable/ambient human health monitor-

ing. Research cores are nano/micro sensing devices fabrication and sensing
information technology application for human well-being.

Authorized licensed use limited to: IEEE - Staff. Downloaded on June 26,2025 at 14:12:20 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


