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I. ABSTRACT

We present EmbodyCraft, a haptic playback system de-
signed to facilitate the exploration of craft skills through
tactile cue derived from muscle activity and fingertip vibra-
tions. The system employs FeelTech Wear [1], a wearable
haptic device equipped with rotational skin-stretch actuators
and vibrotactile motors, to convey sensory cue recorded from
muscle contractions and contact vibrations.

Fig. 1. Conceptual Representation: A potter recording muscle activities and
fingertip vibration with video, then re-experiencing the tactile cues generated
by these data.

Traditional craft practices often rely on visual and verbal
cues, neglecting tactile sensations that convey essential skill
nuances. EmbodyCraft addresses this gap by capturing mus-
cle activity through Force Myography (FMG) sensors and
contact dynamics through accelerometers, transforming these
signals into tactile stimuli that facilitate embodied reflection.

The system consists of three core components: a forearm-
mounted FMG module, SenseFuse™, a fingertip vibration
recording module, and a haptic display, FeelFuse™, both
developed by commissure Inc. Muscle activities data is col-
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lected using eight FSR sensors (FSR402, Interlink Electron-
ics), evenly distributed around the forearm and sampled at
240 Hz using an XIAO ESP32C3 microcontroller. Fingertip
vibrations are captured via three-axis accelerometers (2302B,
Showa Measuring Instrument) embedded in a rubber glove,
recorded at 48 kHz with 32-bit float resolution.

Fig. 2. (a) FMG device (b) Accelerometer (c) Haptic display Feeltech
Wear [1]

FMG signals are downsampled to 60 Hz to align with
video frame rates and smoothed using Gaussian filtering.
Accelerometer signals undergo low-pass filtering and am-
plitude normalization to mitigate noise. These data streams
are synchronized using a sharp clap sound and subsequently
mapped to skin-stretch and vibrotactile actuators in the
FeelTech Wear device, providing users with tactile cues
that represent muscle intensity and contact dynamics during
playback.

Through this tactile interface, users can either revisit their
own skill execution or experience another’s data, supporting
reflection on force application, movement patterns, and inter-
action with materials. This multimodal approach addresses
the gap between visual and tactile perception in craft prac-
tice, creating opportunities for embodied reflection through
tactile cues, enhancing awareness of embodied techniques
through haptic cue.
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