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Abstract—This work presents an automatic haptic rendering
pipeline that leverages AI models to estimate the material
properties of objects and convert them into haptic render-
ing coefficients. Our pipeline provides four haptic properties,
stiffness, damping, dynamic friction, and static friction, with
decent quality while significantly reducing generation costs.

1. Introduction

In this work, we present an automatic haptic rendering
pipeline using AI models with two steps: 1) estimating
the physical material properties of objects based on the
images and 2) converting them into parameters appropri-
ate for haptic rendering. Our pipeline provides four haptic
properties: stiffness, damping, dynamic friction, and static
friction, allowing users to experience virtual objects with
various kinesthetic haptic devices.

2. Material Property Estimation

Similar to [1], we designed a material property estima-
tion pipeline with two AI models: BLIP-2 [2] and GPT-
4 [3]. BLIP-2 describes an object’s material and type for
each multi-view image. GPT-4 generates the most credible
label with the results of BLIP-2 and estimates material prop-
erties based on the label. We select four material properties:
hardness (in MPa), loss factor, static friction, and dynamic
friction, physically related to our target haptic properties.
We repeated 100 estimations and filtered outliers using the
interquartile range and Z-scores to minimize hallucinations.

3. Conversion Algorithm for Haptic Rendering

To render the estimated material properties of the object,
we implemented a simple coefficient conversion algorithm
with two factors: the maximum cutoff and the Weber frac-
tion coefficient. The maximum cutoff limits the maximum
value of each material property to account for the vary-
ing force ranges of the haptic device. The Weber fraction
coefficient adjusts object properties to enhance their per-
ceptual distinguishability; as the Weber fraction coefficient
increases, the material property values of different objects
are separated further apart.

Figure 1. The user experiences the kinesthetic haptic feedback created by
the automatic haptic rendering pipeline using AI models.

4. Demo Scenario

We will demonstrate two scenarios that showcase our
automatic haptic rendering pipeline. In the first scenario,
users experience ten haptic assets generated through the
pipeline. The 3D meshes of the haptic assets are created
using Meshy [4], and users can observe how different haptic
properties are applied to objects. In the second scenario,
users explore how varying the Weber fraction coefficient
produces different results for the same objects.
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